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Abstract

How well a proposed regression model fits the observed outcome data is a critical question. The answer may influence model selection, and the conclusions drawn. Summary goodness-of-fit (GOF) statistics are used to assess model fit. Pearson’s chi-squared GOF statistic \( X^2 \) is used to evaluate the fit of logistic regression models, but \( X^2 \) isn’t appropriate when the model contains continuous covariates. Other GOF statistics are applicable, including the Hosmer-Lemeshow (HL), Pigeon-Heyse \( J^2 \), and Tsiatis \( T \) statistics. All have similarities to \( X^2 \) and group data artificially.

Simulation studies assessing new GOF statistics for logistic models with continuous covariates often include HL for comparison. We know of no study that compares HL, \( J^2 \), and \( T \). We did so here, applying the same grouping method (deciles-of-risk) to all. Our results indicated that HL and \( J^2 \) followed their reported distributions, but \( J^2 \) did not. Its distribution was closer to \( J^2 \sim \chi^2(G-2) \), where \( G \)=groups, rather than the reported \( \chi^2(G-1) \). Assuming \( J^2 \sim \chi^2(G-2) \), \( T \) maintained the Type I error rate twice as often as HL and \( J^2 \). The rates of HL and \( J^2 \) were often lower than expected when dichotomous, quadratic, or interaction terms were included. The statistics had similar power to detect departures from a true underlying model.

The logistic model is the canonical generalized linear model (GLM) for binomial outcomes. Although many GOF statistics have been developed for logistic models, there are fewer for non-canonical GLM with binomial outcomes. The properties of the logistic model make the development of GOF statistics relatively straightforward, but it can be more difficult for non-canonical GLMs.

We considered whether HL, \( J^2 \), and \( T \) could be applied to non-canonical GLM with Bernoulli outcomes and continuous covariates. Our investigation found that HL and \( J^2 \) can be applied directly, but \( T \) cannot. We introduced an augmented version of the Tsiatis model and
generalised $T$, $(T_g)$. We showed that under non-canonical links, $T_g \sim \chi^2(G)$. In a second simulation study, $HL$, $J^2$, and $T_g$ were used to evaluate the fit of probit, log-log, complementary log-log and log binomial models. The deciles-of-risk method was applied. Type I error rates were consistently maintained by $T_g$, while those of $HL$ and $J^2$ were often lower than expected if the model included dichotomous, quadratic, or interaction terms. Because the distributions of $HL$ and $J^2$ varied, it was unclear how their degrees-of-freedom could be adjusted. The statistics had similar power to detect an incorrect model in most situations. An exception occurred when a log model was incorrectly fit to data generated from a logistic model; here $T_g$ had more power than $HL$ or $J^2$. 
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