Artificial Intelligence Applications for Analysis of E-mail Communication Activities
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ABSTRACT

E-mail is one of the most popular and widely used forms of electronic communication used today. The patterns in the social interactions or contacts between people by e-mail can be analysed using social network analysis and user behaviour analysis. In this paper we provide a review of the work related to the areas of dynamic modelling and link prediction of social networks, and anomaly detection for detecting changes in the behaviour of e-mail usage. We then discuss about the benefits of applying artificial intelligence techniques to these fields.

1. INTRODUCTION

One of the most common forms of electronic communication in use today is electronic mail or e-mail. The use of e-mail has made a large impact on society in the way people communicate with each other, because it is easy to write, quick to send, and allows a single message to be sent to large groups of people. The result of these features of e-mail have made it a popular and wide-spread form of electronic communication that people use to communicate and socialise with each other. This has provided a suitable environment for researchers to study the social interactions of individuals over e-mail, part of a field of study called social network analysis [1, 2].

The observation of e-mail communication social networks can be represented as a type of complex network, where each vertex of the network represents a person or individual and each edge represents the interaction or contact between people, displaying a type of graph. A simple diagram of e-mail communications involving the authors of this paper, shown in Figure 1, provides an example of how an e-mail communication social network could be represented. In the diagram, weights can be assigned to the graph edges to indicate the strength of the communication link, which in this case is used to describe the frequency of e-mail transmissions between particular individuals in the e-mail communication social network.

The focus of this research will be to monitor the e-mail communication links between individuals or groups of people for any changes in the social network. The types of changes that are to be considered, are changes in the communication activity between particular individuals (e.g. changes in rate of e-mail transmissions) and predicting the additions of new links to the e-mail communication social network. Much of this research will look at e-mail communications that is not confined within the boundaries of an organisation such as a company or academic institution. Rather, the type of e-mail communications considered will be of a global nature, where the individuals making up the social network are spread out across large geographic areas and are not necessarily part of any structured organisation.

There are several applications where our research could be useful. Firstly, for the homeland security and intelligence gathering community, the techniques of monitoring for changes in e-mail communication activities could be useful for tracking the electronic communication of terrorist suspects for any clues of an upcoming terrorist attack. The detection of increased e-mail traffic between particular parts of the terrorist social network over a particular period of time can be helpful in determining when and where an upcoming event is likely to take place. A second useful application is for law enforcement agencies, where the same techniques used for monitoring terrorist suspects is also applied for tracking the electronic communications of criminal organisations and predicting the likely occurrence and location of an upcoming event. Another third application is for tracking and monitoring the spread of e-mail-borne computer viruses through e-mail social networks. The detection of unusual variations in e-mail communication activities can be used to locate individuals in the social network who are currently affected by an e-mail-borne computer virus. This can then be used to determine how quickly the e-mail virus will spread via the social contacts of the infected individual and how many ‘hops’
it will take for the e-mail virus to spread globally via e-mail social networks.

This paper reviews two main fields of research that have applications for analysing e-mail communications and discusses how the results from these areas could be assisted with the use of artificial intelligence. Firstly we highlight some of the previous work conducted in the area of complex networks, a field that provides an overall view of a system and enables the analysis of various properties and characteristics of the system’s network topology. The second part reviews some of the studies conducted in user behaviour analysis, which examines the on-line behaviour of an individual or group of people on the network. The paper then discusses about how the use of artificial intelligence could add value to the study of complex networks and user behaviour analysis in e-mail communications.

2. **COMPLEX NETWORKS**

The study of social networks focuses on finding patterns in the way people interact or contact with each other. This is just one of the many types of networks being studied under the broad field of complex networks [1]. Complex networks examines the statistical properties of large-scale networks, which may contain millions or billions of vertices. Although this field is primarily in the area of physics, its applications are interdisciplinary in that they can be applied to any discipline that requires the understanding of complex interactions or processes. The various disciplines that complex networks can be applied to include computer science (e.g. peer-to-peer computer networks, Internet, World Wide Web, e-mail communications), electrical engineering (e.g. power system grids, telephone networks), geology (e.g. river networks), or biology (e.g. metabolic pathways, food web of predator-prey interactions), just to name a few disciplines. Complex networks is a field that has been receiving growing interest in recent years and an in-depth survey about some of the recent work in complex networks is given by [1].

2.1. **STATISTICAL PROPERTIES**

There are several statistical properties of complex networks described by [1]. Properties of interest for e-mail communication social networks includes the following:

2.1.1. **THE SMALL-WORLD EFFECT**

The small world effect is a network property that describes the average shortest path (mean geodesic path) between any two vertices in a network. This shows on average the shortest distance required for traversing from one vertex to another in a network [1]. An investigation of the small-world effect using e-mail has been studied by [3], where they carried out an experiment in which each of the participants were given a message that needed to be delivered to a randomly selected individual. The message then had to be delivered via people whom the participant were acquainted with. On average the study found it took at least five to seven steps to reach the targeted individual. This type of property in social networks is often termed “six degrees of separation” and is useful for e-mail social networks in that it describes how quickly information can pass via one individual to the next in the network.

2.1.2. **TRANSITIVITY OR CLUSTERING**

The network property of transitivity or clustering, describes the ratio of connectedness between sets of vertices, described as triples, in a complex network [1]. Essentially the property describes that if vertex A is connected to vertex B, there is an increased probability that vertex A will be connected to vertex C. In terms of a social network, it describes the probability that a friend of your friend is likely to be also your friend. Studies have been conducted by [4] and [5] that investigate the clustering effect in several real-world networks, such as the Hollywood actors collaboration network, language (word-to-word semantic) network, World Wide Web, the interdomain/autonomous system level Internet, the router level Internet and power grid. For e-mail social networks, clustering describes how closely connected each individual is to their neighbours, in terms of how “closely-knit” each individual is to one another.

2.1.3. **COMMUNITY STRUCTURE**

The community structure network property seeks to describe how vertices in a network are clustered together into groups of vertices with a high density of edges between them [1]. In the context of a social network, this property describes how people naturally divide into social groups based on shared attributes such as for example: common interests, age or occupation. A study by [6] of the e-mail collected from a university in Spain demonstrates how community structures can be extracted from the e-mail data to provide visual representations of the different groups in the e-mail social network. This network property is useful for analysing e-mail social networks in that it allows one to examine where various individuals in the network form social groups and to determine the likely paths for messages to pass between individuals.

2.2. **MODELS OF COMPLEX NETWORKS**

Studies in complex networks often involves building models of networks (e.g. Figure 2) to compare the simulated statistical properties of the model to those found in real-world networks (e.g. Internet, World Wide Web, paper citation network). Two main approaches for modelling complex networks are:

2.2.1. **STATIC MODELLING**

The static modelling of complex networks aims to create models of networks with particular structural properties such as the small-world effect, clustering and community structure [1]. There are several models that are useful for comparisons with empirical studies of e-mail social networks [7] and these include the small-world model [8], scale-free model [9] and community structures model [10, 11]. Static modelling is useful in that one can easily build a complex network, containing more than a thousand vertices, without having to collect large
amounts of experimental data in order to observe particular properties of complex networks. It is also useful in that the model of the network can be constructed quickly and viewed in a complex network visualisation programs such as Pajek [12].

2.2.2. Dynamic Modelling

A disadvantage with the static modelling approach is that it is unable to provide information on how the network topology has evolved over time to obtain a particular network structure. Dynamic modelling or growth modelling techniques take into account the influence that network topology evolution has on the structure of the network [1]. There have been many techniques developed for modelling evolving network topology, some of which includes the growth of transitivity/clustering by increasing links between existing vertices [13], and growth using preferential attachment where new vertices added to the graph are attached preferentially to high degree vertices (vertices with a large number of connections) [5]. At this stage, there has not been any techniques found that closely model the evolution of e-mail social networks.

2.3. Link Prediction

The current approaches in dynamic modelling of complex networks still do not model the intuition used by individuals for selection of new links in growing social networks [14]. A different approach called link prediction, attempts to model the intuition used by individuals in social networks in order to predict the likelihood of new links being created. In [14], prediction is based on the proximity or ‘closeness’ of neighbouring individuals in the social network. For example if two people have similar interests, share colleagues in common and travel to similar locations, then there is a higher likelihood they will become acquainted with each other in the near future. [14] reviews several different mathematical techniques for link prediction. Some of the prediction techniques reviewed are methods based on node neighbourhood (prediction of links between two vertices based on shared neighbouring vertices), methods based on the ensemble of all paths (considers all the shortest paths in the network), and “higher-level” approaches (mathematical methods that can be used in conjunction with the previous two methods mentioned). For e-mail social networks, link prediction will be useful in that it will enable a better understanding about how external influences (e.g. occurrence of external events such as conferences) affect the formation of new links and how it changes the topology of the network over time.

3. User Behaviour Analysis

User behaviour analysis examines the on-line actions of an individual or group of users on a computer network. It belongs to the field anomaly detection, which forms part of intrusion detection systems [15]. Anomaly detection analyses computer network traffic for network activity that is considered different from ‘normal’ network activity. The difference in activity is determined by building a profile of ‘normal’ activity from historical data collected over a period of ‘normal’ operation, then comparing the profile of current network activity to the ‘normal’ profile. If the profile of current activity deviates significantly from the ‘normal’ profile, then there is likely to be ‘abnormal’ activity taking place.

There have been a variety of methods used to monitor the on-line activities of users. One approach has been to monitor the command line sequences or keystrokes of users to determine the presence of masqueraders, who are computer users that use another person’s computer account [16, 17]. In [16] they used statistical and probabilistic techniques (Uniqueness, Bayes 1 Step Markov, Hybrid Multi-Step Markov, Compression, IPAM and Sequence-Match) to determine masqueraders from legitimate users, while [17] used Naive Bayes classifiers.

Another approach for monitoring the on-line activities of users has been to examine e-mail traffic data for changes in traffic activity. The studies by [18, 19] use methods for differentiating ‘normal’ traffic generated by computer users from traffic generated by e-mail based computer viruses. The study by [18] simulates the behaviour of e-mail users and computer viruses using the ‘specification-based anomaly detection’ technique [20], which combines state-machine specifications of network protocols with statistical machine learning. In their specification-based model, they simulate the protocol interactions between email clients and email servers belonging to the same organisation, by manually mapping the interactions onto a state-machine model consisting of three states: INIT, RCVD and DONE. The anomaly detector then uses statistical machine learning to monitor the statistical properties of the state-machine transitions for any variations from the ‘normal’ statistical properties. Detection of significant variations indicate that e-mail viruses are causing changes to the e-mail traffic activity.

On the other hand, the study by [19] developed an online “behaviour-based” security system called the Malicious Email Tracking (MET) system. The MET system is assisted by an off-line analysis system called
the Email Mining Toolkit (EMT), which is used to develop behaviour-based profiles of users for the MET system by analysing e-mail data collected from e-mail servers. The EMT system was designed with several analysis tools, two of which are related to anomaly detection and social network analysis: “Account Statistics and Alerts” and “Group Communication Models”. The “Account Statistics and Alerts” mechanism uses histograms of e-mail usage to build profiles of users and examine the frequency of e-mail transmissions over short-term (i.e. over 24 hours) and long-term (e.g. up to a month) periods. Anomalies in the e-mail account behaviour are detected by using a weighted Mahalanobis distance function to compare the difference between the recent short-term histogram profile of the user to their long-term histogram profile. In the “Group Communication Model” mechanism, they use a clique finding algorithm [21] to find e-mail accounts that form a social group. These social groups are then profiled by creating a frequency table of all e-mails sent by each group member, to monitor the overall behaviour of the group. The anomaly detector then monitors e-mail traffic for any deviations from the ‘normal’ frequency table of each group to identify the presence of e-mail-borne viruses.

4. POTENTIAL APPLICATIONS FOR AI

4.1. AI IN COMPLEX NETWORKS

There are some potential applications for the use of AI in complex networks in the areas of dynamic modelling and link prediction. In dynamic modelling, the current approaches lack the mechanism for incorporating the intuitive reasoning used by individuals when forming new links in social networks. This is an area where fuzzy systems or neural networks could be applied [22], to account for some of the intuition mechanisms missing in current dynamic modelling approaches. Neural networks have already been applied for growth modelling by [11], where they use it to more precisely model the growth of real-world networks, such as the World Wide Web. They achieved this by allowing their neural network to learn from the changing topology of real World Wide Web data, in order to more closely model the changes in network topology.

For link prediction, the current approaches reviewed by [14] only use mathematical techniques and found that the best predictor, Katz clustering (ensemble of all paths method), was only correct for up to 16% of the predictions. This shows that there could be further improvement in the rate of correct predictions by the use of fuzzy systems or neural networks. Again, neural networks have already been applied to this area by [11] where they use it to predict new links based on real network topology data modelled from the World Wide Web.

4.2. AI IN USER BEHAVIOUR ANALYSIS

The approaches for anomaly detection described by [16, 17, 18, 19] only use mathematical techniques to detect ‘abnormal’ variations in the behaviour of users. The problem with using mathematical techniques is that they impose strict boundaries around the profiles of what is considered ‘normal’ and ‘abnormal’ behaviour. The slightest deviation from the ‘normal’ profile while the actual network activity is still operating normally will cause the anomaly detector to give off a false alarm. Incorrect identification can also occur if the actual network activity is operating abnormally, but does not have the profile that the anomaly detector considers to strictly match an ‘abnormal’ profile, resulting in missed detection. These problems with imposing strict boundaries on the ‘normal’ and ‘abnormal’ profiles can be seen from the results of the false alarm and miss rates of [16, 17, 19], where a summary of their best results are shown in Table 1.

Table 1: The best false alarm and miss rates of anomaly detectors using mathematical techniques.

<table>
<thead>
<tr>
<th>Technique</th>
<th>False Alarm</th>
<th>Miss Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniqueness [16]</td>
<td>1.4%</td>
<td>60.6%</td>
</tr>
<tr>
<td>Naive Bayes [17]</td>
<td>1.3%</td>
<td>38.5%</td>
</tr>
<tr>
<td>Histogram/Statistical [19]</td>
<td>4%</td>
<td>41%</td>
</tr>
</tbody>
</table>

Because of the uncertainty in defining the boundaries between what is ‘normal’ and ‘abnormal’ user behaviour when analysing command sequences or e-mail traffic behaviour of users, this is an ideal area for fuzzy systems to be applied [22]. Some studies have already been conducted using fuzzy systems for anomaly detection, such as in [23]. In [23], they applied fuzzy logic and data mining techniques for anomaly detection of TCP-level network traffic.

Other studies where AI has been applied for anomaly detection, have been the use of neural networks to learn and identify the profiles of ‘normal’ and ‘abnormal’ behaviour [24]. The advantage of using neural networks in anomaly detection is that features of ‘normal’ and ‘abnormal’ behaviour can easily be learned by the neural network, as opposed to applying mathematics to describe the features of the data to the anomaly detector. The applications of either fuzzy systems or neural networks will be ideal for analysing e-mail communication traffic activity.

5. CONCLUSION AND FUTURE WORK

In this paper we have provided a brief review of some of the work done in complex networks and user behaviour analysis, related to the analysis of e-mail communications. Previous works in these field have concentrated on using mathematical approaches. However we have shown that the analysis of e-mail communications is also suitable for applying AI techniques.

Future work will involve the use of artificial neural networks and/or fuzzy systems for anomaly detection of user behaviour and link prediction in e-mail communication social networks. Further work will also consider combining the use of anomaly detection and social network analysis techniques to detect abnormal e-mail traffic activity and mapping them to the location in the e-mail social network, in order to analyse possible
effects of abnormal activity on neighbouring individuals in the social network.
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