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Abstract

Changes to streamflows caused by climate change may have major impacts on the management of water for hydro-electricity generation and agriculture in Tasmania, Australia. This thesis describes changes to surface water availability in Tasmania for the 21st century assessed from a series of high-resolution regional climate and hydrological models. Surface water projections are generated by bias-correcting regional climate model (RCM) simulations, passing the bias-corrected RCM simulations through rainfall-runoff models, and then passing runoff through river models that simulate water diversions and consumption.

The bias-correction applied to daily RCM simulations is a quantile mapping technique that aligns empirical frequency distributions of RCM variables to observations. We show that quantile mapping of empirical distributions can be highly effective in correcting biases in RCM outputs. Cross-validation shows biases are effectively reduced across the range of cumulative frequency distributions, with few exceptions. The bias-correction is not as effective at correcting biases for values at or near zero (e.g. in rainfall simulations), although even here the bias-correction improves biases in the uncorrected simulations. In addition, the bias-correction improves frequency characteristics of variables such as the number of rain days.

The bias-correction effectively preserves long-term changes (e.g. to the mean and variance) to variables projected by the uncorrected RCM simulations. Correlations between key variables are also largely preserved, thus the bias-corrected outputs largely reflect the dynamics of the underlying RCM. However, the bias-corrected simulations still exhibit some of the deficiencies of the RCM simulations, for example the tendency to underestimate both the magnitude and duration of large, multi-day rain events.

Bias-corrected outputs from six fine-scale (10 km²) simulations of daily rainfall and potential evapotranspiration generated with the CSIRO Conformal Cubic Atmospheric Model (CCAM), a variable-resolution RCM, are used as direct inputs to the hydrological models AWBM, IHACRES, Sacramento, SIMHYD and SMAR-G to project Tasmanian runoff. The performance of the hydrological models is assessed against 86 streamflow gauges across Tasmania. The SIMHYD model is the least biased (median bias =−3%) while IHACRES has the largest bias (median bias =−22%). We find the hydrological models that best simulate observed streamflows produce similar streamflow projections.

There is much greater variation in projections between RCM simulations than between hydrological models. Marked decreases of up to 30% are projected for annual runoff in central Tasmania, while runoff is generally projected to increase in the east. Daily streamflow variability is projected to increase for most
of Tasmania, consistent with increases in rainfall intensity. Inter-annual variability of streamflows is projected to increase across most of Tasmania.

Changes to rivers are assessed by passing runoff projections through models that account for water diversions and water use, including hydro-electric power generation. Of the 78 rivers modelled, on average 32 are projected to have changes to mean annual flows of more than ±10% by 2100. On average, 28 of the 78 rivers modelled are projected to have decreased flows by 2100. The likely reduction in runoff to the central highlands will mean reduced inflows to irrigation storages. For example, the mean inflows to Lake Crescent/Sorell and Meander Dam are likely to fall by 20% and 13% respectively. Conversely, large irrigation storages supplying the Macquarie and Coal river catchments are projected to experience increased inflows by 2100. Hydropower generation is projected to decrease by 6%, mainly caused by decreased runoff from the central highlands.

This is the first major Australian study to use high-resolution bias-corrected rainfall and potential evapotranspiration projections as direct inputs to hydrological models. Our study shows that these simulations are capable of producing realistic streamflows. The fine spatial resolution of the runoff projections allows us to generate plausible scenarios of river flows at the catchment scale, which is most relevant to water managers. The surface-water projections generated in this study are being used to inform water planning and policy by the Tasmanian government.
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## Abbreviations used in this thesis

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APET</td>
<td>Areal potential evapotranspiration</td>
</tr>
<tr>
<td>AR4</td>
<td>IPCC Fourth Assessment Report</td>
</tr>
<tr>
<td>AWAP</td>
<td>Australian Water Availability Project gridded climate data</td>
</tr>
<tr>
<td>BoM</td>
<td>Bureau of Meteorology</td>
</tr>
<tr>
<td>BoM-HQ</td>
<td>Bureau of Meteorology High Quality interpolated climate data</td>
</tr>
<tr>
<td>CCAM</td>
<td>Conformal Cubic Atmospheric Model</td>
</tr>
<tr>
<td>C-C</td>
<td>Clausius-Clapeyron relationship</td>
</tr>
<tr>
<td>DPIPWE</td>
<td>Department of Primary Industries, Parks, Water and Environment</td>
</tr>
<tr>
<td>GCM</td>
<td>coupled ocean-atmosphere Global Climate Model</td>
</tr>
<tr>
<td>IPCC</td>
<td>Intergovernmental Panel on Climate Change</td>
</tr>
<tr>
<td>NSE</td>
<td>Nash-Sutcliffe Efficiency</td>
</tr>
<tr>
<td>RCM</td>
<td>Regional Climate Model</td>
</tr>
<tr>
<td>SILO</td>
<td>Queensland Department of Natural Resources gridded climate data</td>
</tr>
<tr>
<td>SRES</td>
<td>Special Report on Emissions Scenarios</td>
</tr>
<tr>
<td>SST</td>
<td>Sea Surface Temperature</td>
</tr>
<tr>
<td>Temsim</td>
<td>Tasmanian Electricity Market Simulation Model</td>
</tr>
</tbody>
</table>
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1 Introduction

Water in rivers and lakes (‘surface-water’) remains the most important source of fresh water to many of the world’s communities and ecosystems. One troubling possibility of continued human greenhouse gas emissions is a change to the availability of surface water. No less troubling are the inexorably increasing rates of human water use caused both by population growth and increased per capita consumption (Oki and Kanae, 2006). Informed planning for future water use will help us maintain this fundamentally important resource. This thesis contributes to this effort by assessing future surface water availability for Tasmania, Australia, with particular focus on the potential effects of climate change.

1.1 Anthropogenic climate change and the hydrological cycle

Heat from the sun’s radiation evaporates water from the oceans and land. Water vapour in the atmosphere is transported by winds, and coalesces into clouds. Moisture condenses out of supersaturated air and falls as rain, snow and ice on land and oceans. Water falling on land is absorbed into the surface or runs off into rivers and lakes; subsurface water percolates into rivers or aquifers. The rate of rainfall has a profound effect on how much water flows into rivers: high intensity rainfall results in proportionally more runoff than low intensity rainfall. Snow or ice may melt quickly, or they may fall in cold regions and be bound in glaciers. Glaciers, aquifers and rivers complete the hydrological cycle by returning water to the oceans and the atmosphere.

Earth’s atmosphere and oceans have warmed since the mid-20th century. The evidence includes rises in surface temperature records (Thompson et al., 2008), rising ocean temperatures (Domingues et al., 2008), paleoclimate reconstructions (Mann et al., 2008), retreat of glaciers and ice caps (Hock et al., 2009), reduced polar ice-sheets (Allison et al., 2009) and rising sea levels (Rahmstorf et al., 2007). The Intergovernmental panel on climate change (IPCC) fourth assessment report (AR4) – possibly the largest review of scientific literature ever published – concluded that warming of the climate system in the second half of the 20th century was “unequivocal” (IPCC, 2007). During this period, human emissions of carbon dioxide (CO$_2$) raised atmospheric CO$_2$ concentration to the highest level in at least 800,000 years (Lüthi et al., 2008). The warming effect of CO$_2$ and other greenhouse gases is consistent with our understanding of atmospheric physics and observations (e.g. Arrhenius, 1896; Hansen et al., 2011; Hansen et al., 2005). IPCC (2007) AR4 concluded that “most of the observed increase in global average temperatures since the mid-20th century is very likely due to the observed increase in anthropogenic greenhouse gas concentrations” (their italics).

In theory, changes to the radiative heat balance of the earth caused by anthropogenic greenhouse gas emissions will have wide-reaching effects on the global hydrological cycle. Saturation vapour pressure
(analogous to the water-holding capacity of the atmosphere) is closely tied to temperature. Saturation vapour pressure is bound to temperature by the Clausius-Clapeyron (C-C) relationship, which holds that the saturation vapor pressure increases by about 7% for each 1 °K temperature increase for temperatures typical of the earth’s surface. For theoretical calculations, relative humidity is often assumed to remain constant with changes in temperature (e.g. Allen and Ingram, 2002; Arrhenius, 1896). Precipitation is not expected to increase at the C-C rate, principally because the additional latent heat released from the added precipitation cannot be transported out of the troposphere quickly enough (Allen and Ingram, 2002). These ostensibly contradictory forces – i.e., increased moisture in the atmosphere without a compensating increase in precipitation – are reconciled by the slowing of tropospheric mass transport, resulting in longer atmospheric residence times of water vapour and a slowing of the hydrological cycle (Held and Soden, 2006). A slower hydrological cycle implies that rain will tend to fall in more intense bursts interspersed by longer dry periods (Stephens and Hu, 2010; Trenberth, 2011). In addition, if relative humidity in the lower troposphere remains unchanged, and if changes in winds are negligible, water available for runoff (precipitation (P) minus evaporation (E)) also scales with C-C, as described by Held and Soden (2006). From this thermodynamic argument it follows that current spatial patterns of (P – E) will be amplified by increases in temperature so that dry regions become dryer and wet regions become wetter (Trenberth, 2011), or, to use Chou and Neelin’s (2004) memorable phrase, ‘the rich get richer and the poor get poorer’.

Observed changes in the global hydrological cycle often follow theoretical predictions, with several notable exceptions. We note that a number of hydro-climatic variables have patchy spatial coverage and short records (see, e.g., Sherwood et al., 2010a; Trenberth et al., 2007), and we confine our discussion to those studies that have strong grounding in quality controlled data. There appears to have been a net increase in global surface specific humidity since at least the mid-1970s, approximately in line with the Clausius-Clapeyron relationship (Sherwood et al., 2010a; Willett et al., 2008). This increase has been formally attributed to anthropogenic global warming (Willett et al., 2007). Over the same period global surface relative humidity has not changed significantly (Willett et al., 2008). These increases in specific humidity with no change in relative humidity are theoretically consistent with warming, as described above. The ‘rich get richer’ hypothesis appears to have some support in observed precipitation changes, although there is considerable regional variation in trends. Observed precipitation increases in the mid-latitudes of the northern hemisphere, drying in the northern sub-tropics and tropics, and moistening of the southern tropics and tropics for 1925-1999 have all been at least partly attributed to anthropogenic global warming (Zhang et al., 2007). The ‘rich-get-richer’ mechanism has been indirectly (but clearly) observed over oceans through changes in sea surface salinity since 1950 (Durack et al., 2012). Globally, the incidence of drought appears to have increased in the 20th century (Dai, 2011; Dai et al., 2004). At the same time, extreme rainfall indices generally show increases when averaged globally for the second half of the 20th century (Alexander et al., 2006) and increases to precipitation extremes (Min et al., 2011) and regional flooding (Pall et al., 2011) have been ascribed to anthropogenic global warming. Increasing
trends in drought and rainfall intensity support the theoretical prediction of more intense rainfalls interspersed by longer dry periods. Indeed, an index that measures increases in both dry spell length and precipitation intensity (described as ‘hydroclimatic intensity’) has also shown global increases in the latter half of the 20th century (Giorgi et al., 2011).

The agreements between theoretical predictions and observations already described are somewhat undermined by Wentz et al. (2007), who found that global net precipitation increased at the same rate as total atmospheric water over the period 1986-2007. If the assumption that rainfall will increase at a rate slower than C-C with rising temperatures stands on less-than-solid ground, much else becomes shaky. For example, dry spells need not necessarily become longer as atmospheric residence times of water vapour need not increase, and while more rain will fall, it need not necessarily fall with increased intensities (but if it does not, then the frequency of rainfall must increase). Wentz et al. (2007) could not explain the findings of their study with respect to theoretical predictions (represented by global climate models), but rather offered that 20 years may not be a long enough period over which to measure such trends, or that there may be some measurement error in the satellite data that they used. However, Durack et al. (2012) have reported changes in rainfall over oceans since 1950 that correspond to C-C scaling, supporting Wentz et al. (2007). Taken at face value, Wentz et al.’s (2007) findings are unsettling for those of us investigating the impacts of climate change on hydrology, as they imply a fundamental misunderstanding of possible changes to the hydrological cycle under increased warming (and one that is carried into dynamical climate models, which enforce theoretical thermodynamic constraints on rainfall increases).

The thermodynamic hydrological responses to warming discussed thus far do not account for the marked regional variations in hydrological responses to warming driven by climate dynamics. For example, coupled ocean-atmosphere global climate models (GCMs) project a ‘widening’ of the tropics (a poleward expansion of the Hadley cell) and this is supported by observational studies (e.g. Lucas et al., 2012; Nguyen et al., 2013). The poleward expansion of the Hadley cell drives spatial and vertical changes in relative humidity (e.g., relative humidity may increase in the mid latitudes) (Sherwood et al., 2010b). While these changes in relative humidity are small compared to changes in specific humidity, their influence on cloud formation may be significant (Sherwood, 2010). At much smaller scales, topography and land/ocean boundaries can influence regional hydrological responses to warming (Hagemann et al., 2009). Dynamical climate models attempt to simulate both the dynamics and thermodynamics of the hydrological cycle, and are therefore designed to describe regional differences in climate change. For this reason dynamical climate models are commonly used to assess the impacts of a warming climate on regional hydrology, in particular changes to atmospheric variables such as rainfall and evaporation. The use of dynamical regional climate models (RCMs) to reprocess GCM simulations at higher resolution for a particular area offers the possibility of improved simulations of regionally important climate processes. The advantages of regional climate modelling, together with the dynamical climate modelling method we apply to this study, are discussed in Chapter 2.
1.2 Assessing climate change impacts on regional hydrology

Changes to regional runoff and river flows are most often assessed with a combination of climate models and hydrological models (see reviews by Fowler et al., 2007; Maraun et al., 2010). The hydrological models are usually forced by rainfall and a measure of evaporation, and then account for soil moisture fluxes and land surface processes to simulate river flows. Typically, hydrological models are simple conceptualisations of catchment processes, and usually do not conserve mass (i.e., incoming rainfall need not be balanced by outgoing streamflows and evaporation). These models are most often parameterised for each catchment (or subcatchment) by matching simulated river flows to observed hydrographs. Dynamical climate models conserve mass, so that water is never lost from the hydrological cycle. Combining hydrological models with climate models has the notable disadvantage of disrupting the water mass balance. Conserving the water balance may be particularly important if, for example, water fluxes from soil to atmosphere are not realistically constrained (Milly and Dunne, 2011). However, runoff or river flows simulated directly by dynamical climate models often do not agree well with observations. There are a number of causes for this, including: insufficiently detailed representation of important regional hydrological process (e.g. sea/land boundaries) (Hagemann et al., 2009), inaccurate representation of the size or function of surface moisture stores (van den Hurk et al., 2005), inadequate representation of catchment characteristics (e.g. topography, slope, channel networks, flow routing), biases in other hydrological variables that are then conveyed to surface water simulations when the water mass balance is closed, or some combination of these. Reasonably realistic simulations of river flows are particularly important if they are to be used in other impact models such as hydro-electricity generation models or irrigation models, as these may rely on empirically derived decision rules (as is the case in this study; see Chapter 5).

For climate change impact studies, hydrological models can be forced indirectly by adjusting historical observations to resemble the future climate projected by climate models (e.g. Chiew et al., 2009), or directly by using time series of hydrological variables generated by climate models to force hydrological models (e.g. Akhtar et al., 2009; Kilsby et al., 2007; Wood et al., 2004). Fowler and Kilsby (2007) point out that indirect forcing methods often do not explicitly account for changes to rainfall variability or to changes in the sequences of wet and dry days, even though these are likely to have significant impacts on streamflow.

Forcing hydrological models directly with climate model outputs has the advantage that the complex dynamical and thermodynamic changes to rainfall projected by climate models, including changes in regional rainfall distribution, changes to seasonal rainfall, changes to rainfall extremes, and changes to rainfall frequencies, will be reflected in projections of streamflow. This allows more meaningful assessment of climate change impacts on streamflow volumes and variability. Accordingly, we attempt this approach.
1.3 Study area: Tasmania

Tasmania is Australia’s smallest (~70,000 km²) and most southerly state, in addition to being Australia’s only island state. Tasmania is mountainous, with mountain ranges in the north-east (Ben Lomond Plateau), centre (central highlands), west and south all exceeding 1000 m in elevation. Tasmania lies in the path of the ‘Roaring Forties’ winds (Fig 1.1), and the prevailing westerly weather combines with the mountains to make western Tasmania one of the wettest places in Australia. Mean annual rainfalls exceed 2000 mm for much of the west and rise to more than 4000 mm on some mountain peaks (Fig 1.2a). Rainfall in the west is highest in the austral winter (June-July-August, JJA) and lowest in summer (December-January-February, DJF). Snowfalls are common on Tasmanian mountains, however snow typically melts within a few weeks and seasonal snowmelt is not an important component of Tasmanian streamflows. Mean annual rainfall follows a sharp gradient from west to east, with the central midlands and eastern lowlands averaging less than 600 mm (Fig 1.2a). In contrast to the winter-dominant rainfall in the west and north-west, rainfall in the east does not show a strong seasonal cycle. Low pressure systems off the east coast cause occasional high-intensity rain storms over eastern Tasmania. Despite the low and less reliable rainfall, agriculture is an important industry in the lowlands of the east. The central, western and south-western mountains are of high conservation value and much of this unpopulated region is listed as a UNESCO world heritage area.
Mean annual areal potential evapotranspiration (APET) is highest (>1100 mm) in the central north of Tasmania and declines to <850 mm in the south and west (Fig 1.2b). These patterns of APET and rainfall combine to give Tasmania a very steep west-to-east gradient in mean annual runoff, from >3000 mm on the western mountains to <100 mm in some eastern areas (Fig 1.2c). An exception to this west-to-east gradient is the small, mountainous Ben Lomond plateau in the north-east of Tasmania, where high mean annual runoff (>1200 mm) occurs.

1.3.1 Recent trends in Tasmanian rainfall

Tasmanian mean annual rainfall for 1930-2009 from three different observational datasets is shown in Fig 1.3. Two of the datasets, the Bureau of Meteorology high-quality dataset (Lavery et al., 1997) (BoM-HQ) and the Australian water availability project (AWAP) gridded dataset (Jones et al., 2009) show decreasing rainfall since 1930. The SILO gridded dataset (Jeffrey et al., 2001) shows no clear trend in Tasmanian rainfall from during the 20th century. SILO and AWAP both interpolate observations to grids using various interpolation techniques. Discrepancies may arise between the two datasets because AWAP data are corrected to preserve trends in selected high-quality stations to reduce network-derived inhomogenities (i.e., artificially large changes in time series caused by the commissioning or decommissioning of observing stations) (Fawcett et al., 2010), whereas SILO data are not. Mean Tasmanian rainfall is dominated by the rainfall contribution of the wet western region, and this area has a
Fig 1.3 Tasmanian mean annual rainfall from the AWAP, SILO and BoM-HQ datasets from 1930-2008. The three curves are smoothed with an 11-year moving average. Datasets described in text.

sparse observing network, especially before 1950. Interpolation discrepancies over western Tasmania are the likely cause of the discrepancies in 20th century rainfall trends between the SILO and AWAP datasets. All three datasets indicate that Tasmanian rainfall has declined since about 1980. The decline is particularly marked from the late 1990s to 2008, a period described as the ‘Millennium Drought’ over south-east Australia. The severely low rainfalls of the Millennium Drought over south-east Australia are probably unprecedented in the historical record (van Dijk et al., 2013), and the drought has been linked to a more southerly position of the subtropical ridge of high pressure (Timbal and Drosdowsky, 2013), a well-known signal of global warming. However, the Millennium drought has not yet been formally attributed to anthropogenic global warming.

More detailed analyses of Tasmanian rainfall trends and how well these are replicated by the high resolution climate simulations used in this study are presented in Chapter 2.

1.3.2 Previous studies of climate change impacts on Tasmania

Tasmania’s highly uneven rainfall distribution is not well represented by GCMs (Corney et al 2010). The most recent GCMs available for this study were generated for phase 3 of the climate model intercomparison project (CMIP3). Most CMIP3 GCMs have horizontal resolutions of 150 km or more, and as Tasmania is approximately 300 km wide these models cannot realistically simulate Tasmania’s spatial variation in rainfall. This makes Tasmania an ideal candidate for fine-scale climate modelling. Tasmania has been the subject of a major hydroclimatological study by Post et al. (2012) that reviewed
future availability of surface water in Tasmania to 2030. Post et al. (2012) used pattern scaling (Mitchell, 2003) of global climate models (GCMs) and a series of hydrological models to better replicate spatial variation in Tasmanian runoff. Post et al.’s (2012) median future scenario projected decreased mean annual runoff in Tasmania’s central highlands and north-eastern highlands of up to 30% by 2030, with little change elsewhere. No region was projected to experience increased runoff under the median scenario by 2030. The other notable study of climate change impacts on Tasmania’s water resources was carried out by McIntosh et al (2005), who used an earlier version of CCAM to dynamically downscale the CSIRO-Mk3 GCM to 2040. McIntosh et al (2005) also projected a decrease in rainfall in eastern Tasmania.

1.4 Thesis aims and scope

The thesis had its genesis in the Climate Futures for Tasmania project (http://www.acecrc.org.au/Research/Climate%20Futures). There are plans to develop substantial new irrigation infrastructure in Tasmania (see http://www.tasmanianirrigation.com.au/) in light of declining agricultural yields in the Murray Darling Basin and south-west Western Australia. In addition, Tasmania relies heavily on hydro-electricity to meet its power needs. Both irrigation and hydro-electric infrastructure are operated on very long (40+ year) timescales. Climate Futures for Tasmania sought to produce longer-term high-resolution projections of surface water availability to inform water management planning in Tasmania for the 21st century.

This thesis draws on the multi-climate model and hydrological modelling approach of Post et al. (2012) and the fine resolution regional climate modelling of McIntosh et al (2005) to extend high-resolution projections of Tasmanian surface water to 2100.

The aims of this Masters project are to:

1) Devise a robust method to project surface water yields in Tasmania to 2100 with the most advanced climate projections and hydrological models available.
2) Generate projections of Tasmanian runoff and river flow to 2100.
3) Describe and analyse changes to surface water yields in Tasmania to 2100.

Only changes caused by anthropogenic climate change are considered. Possible future changes to land and water use could have substantial impacts on Tasmanian catchments, but these are not considered in this study.
1.5 Thesis overview

This thesis describes the methods and results of an assessment of the availability of surface water in Tasmania, Australia, for the 21st century, performed using state-of-the-art climate and hydrological models. A schematic of the modelling method is given in Fig 1.4. RCM simulations of rainfall and potential evapotranspiration for 1961-2100 (Fig 1.4a) are bias-corrected (Fig 1.4b) and used to force rainfall-runoff models (Fig 1.4c) to quantify surface water availability. Impact models that simulate outflows from hydro-electric power stations, dam operations and water extractions (Fig 1.4d) are then used to simulate inflows to important water storages and flows in Tasmanian rivers.

Thesis chapters are ordered accordingly:

- Chapter 1 (present chapter) reviews the observed and potential effects of anthropogenic climate change on the hydrological cycle, and reviews methods used to assess possible future changes to surface water. The study area is introduced. The aims and scope of the thesis are described.
- Chapter 2 describes the regional climate simulations, (including edited excerpts from Corney et al., 2013), and discusses the extent to which the RCM simulations used in this study add value to GCM simulations.
- Chapter 3 describes the bias-correction and the performance of the bias-correction method (an edited reproduction of Bennett et al., 2013).
• Chapter 4 describes the runoff simulations (an edited reproduction of Bennett et al., 2012).
• Chapter 5 describes the effects of runoff changes on inflows to hydropower storages, irrigation storages and river flows in Tasmania (edited excerpts from Bennett et al., 2010).
• Chapter 6 summarises the thesis and suggests possible future work.
2 Regional climate model simulations from the Conformal Cubic Atmospheric Model

This chapter gives a description of the high-resolution climate simulations used in this study. The simulations were generated by Corney et al. (2010) – that is, with only minor contribution from the primary author of this thesis (though all analyses included in this chapter were conceived and carried out by the author of this thesis). However, the simulations underpin the hydrological projections described later, and are therefore described in some detail. Fig 2.1 and Fig 2.2 are included in a paper accepted for publication by the Journal of Geophysical Research as:


2.1 RCM simulations

We use regional climate simulations of 1961-2100 produced with the CSIRO Conformal Cubic Atmospheric Model (CCAM) (Corney et al., 2013; Corney et al., 2010). CCAM is a variable-resolution global atmospheric model (McGregor and Dix, 2008); that is, CCAM simulates global atmosphere and the horizontal resolution of this simulation varies by location. The highest resolution grid cells are positioned over the study area, as detailed below. Variable-resolution global atmospheric models have been shown to simulate rainfall and related processes realistically at a range of scales and locations (Berbery and Fox-Rabinovitz, 2003; Boé and Terray, 2007; Zou et al., 2010). Although a global model, CCAM is designed to increase resolution over small regions, and we refer to the CCAM simulations in this study as RCM simulations. CCAM has no lateral boundaries and accordingly does not suffer from the problems associated with lateral boundaries in limited area RCMs (Fox-Rabinovitz et al., 2008). CCAM has been used for regional climate studies in Australia (Charles et al., 2007; Chiew et al., 2010; Post et al., 2012) and internationally (Engelbrecht et al., 2009; Lal et al., 2008).

CCAM was forced with sea surface temperature (SST) and sea ice from six CMIP3 GCMs, the most recent GCM simulations available (Meehl et al., 2007) (Table 2.1). CCAM simulations were produced for the B1 and A2 emissions scenarios (Nakićenović and Swart, 2000), however we use only the A2 high emissions scenario to produce hydrological projections in this study. Radiative forcings for the CCAM simulations, including atmospheric concentrations of greenhouse gases, were taken from the future emissions scenarios to correspond to the GCM forcings. For convenience, each RCM simulation will be referred to by the GCM used to force it.
Each GCM was downscaled in two stages: stage two is nested inside stage one. The two stages were necessary to allow CCAM to resolve synoptic processes everywhere on earth for the 10 km² regional simulations (Thatcher and McGregor, 2011). Stage one uses only the bias-corrected SSTs and sea ice from GCMs, together with radiative forcings, to produce atmospheric simulations with a horizontal resolution of ~50 km² (0.5°) over Australia. Stage two used the same GCM SSTs and sea ice forcings (and radiative forcings) as stage one, and is also forced by spectral nudging (Thatcher and McGregor, 2009) of atmospheric variables from the stage one simulations. Stage two produces an approximate horizontal resolution of ~10 km² (0.1°) over Tasmania. Because stage two is nested inside stage one, CCAM is forced only by SSTs and sea ice from GCMs to produce high resolution simulations over Tasmania.

2.1.1 SST bias-correction

Correcting GCM SST biases improved the simulation of seasonal precipitation patterns (Ashfaq et al., 2010) and precipitable water (Held and Soden, 2006) in GCM experiments, and improved rainfall simulations by CCAM in experiments over tropical regions (Nguyen et al., 2011). GCM SST biases exceed ±8°C in some regions for the GCMs used in our study (Fig 2.1a, and see Randall et al., 2007), with the largest biases occurring at high latitudes and near the west coasts of South America and Africa.

For the RCM simulations in this study, mean monthly biases in the GCM SSTs were corrected before downscaling. The correction was a simple mean bias-correction (Katzfey et al., 2009) to the Reynolds (1988) SST dataset. To correct mean monthly biases, we calculate SST biases for each GCM and for each calendar month by subtracting mean GCM SST from mean observed SST:

\[
\text{Bias}_{\text{SST}} = \frac{\text{SST}_{\text{OBS}}}{\text{SST}_{\text{GCM}}} \]

We then add the bias to the GCM SST, and use bias-corrected SST fields to force CCAM.

The bias-correction removes SST biases very effectively under split-sample cross-validation tests applied to the GFDL-CM2.0 GCM (the remaining GCMs give very similar results). To carry out split-sample cross-validation we train the bias-correction using odd years from the period 1951-1999 and then evaluate the bias-corrected SSTs against even years from the same period. In almost all regions cross-validated biases are less than ±0.5°C (Fig 2.1). No cross-validated SST biases are greater than ±1°C for any of the six GCMs. While the bias-correction of SST is another potential source of uncertainty in the RCM simulations, the cross-validation results indicate that uncertainties introduced by SST bias-correction are likely to be small. We note, however, that cross-validation with historical data does not necessarily show stable performance for simulations of future climate, nor do small variations in RCM forcings necessarily lead to small variations in RCM outputs.
Table 2.1 List of global climate models downscaled in this study

<table>
<thead>
<tr>
<th>Institute* (country)</th>
<th>GCM</th>
<th>Horizontal resolution (no. of land cells covering Tasmania)</th>
<th>Confidence in ENSO simulation (van Oldenborgh et al., 2005)</th>
<th>SST persistence skill rank (of 23 GCMs) (skill score)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSIRO (Australia)</td>
<td>CSIRO-Mk3.5 (Run 1, Run 2, Run 3)</td>
<td>1.9° (3-cell peninsula)</td>
<td>Not Assessed</td>
<td>7 (0.33)</td>
</tr>
<tr>
<td>MPI (Germany)</td>
<td>ECHAM5/MPI-OM</td>
<td>1.9° (1-cell island)</td>
<td>High</td>
<td>4 (0.35)</td>
</tr>
<tr>
<td>GFDL/NOAA (USA)</td>
<td>GFDL-CM2.0</td>
<td>2.5° (5-cell peninsula)</td>
<td>High</td>
<td>6 (0.34)</td>
</tr>
<tr>
<td>GFDL/NOAA (USA)</td>
<td>GFDL-CM2.1</td>
<td>2.5° (5-cell peninsula)</td>
<td>High</td>
<td>2 (0.38)</td>
</tr>
<tr>
<td>CCSR/NIES/FRCGC (Japan)</td>
<td>MIROC3.2(medres)</td>
<td>2.8° (0 land cells)</td>
<td>Medium</td>
<td>15 (0.24)</td>
</tr>
<tr>
<td>UKMO (UK)</td>
<td>UKMO-HadCM3</td>
<td>3.75° (0 land cells)</td>
<td>High</td>
<td>8 (0.32)</td>
</tr>
</tbody>
</table>

*Abbreviations are described at [http://www-pcmdi.llnl.gov/ipcc/about_ipcc.php](http://www-pcmdi.llnl.gov/ipcc/about_ipcc.php)
2.2 Adding value to GCM downscaling

Several recent studies have discussed the extent to which the computational (and often financial) expense of RCM experiments adds value to GCM projections (e.g. Di Luca et al., 2013; Feser et al., 2011), including an excoriating critique of RCM downscaling by Pielke and Wilby (2012). RCMs have been shown to add value in coastal (Di Luca et al., 2013; Feser et al., 2011) and mountainous (or topographically varied) regions (Feser et al., 2011, and references therein). Our study addresses the Australian state of Tasmania, a mountainous island with a strong maritime influence on its temperate climate and high spatial variation in rainfall. Accordingly, an RCM is highly likely to add value to GCM projections over Tasmania. In addition, Tasmania lies on the boundary between a region where GCMs project precipitation will increase (to the south) and a region where GCMs project precipitation will decrease (to the north) (Christensen et al., 2007). An RCM allows us to refine the location of this boundary (Grose et al., 2013b).

Pielke and Wilby (2012) make five criticisms of RCM studies: 1) forcing GCMs do not include all first order climate forcings and feedbacks; 2) forcing GCMs do not simulate major climate features well, for example the El Niño southern oscillation (ENSO); 3) RCMs are heavily dependent on boundary conditions, and hence they inherit errors from GCMs; 4) small RCM domains mean RCMs do not
improve GCM predictions of the larger-scale atmospheric features; 5) The resolution of lateral boundary conditions between GCMs and RCMs is mismatched, so errors caused by coarse resolution are passed from the GCM to the RCM. We address these criticisms as follows:

1. The first criticism applies to GCMs and we do not discuss it here, except to say that while GCMs are imperfect, they remain the best attempt to describe future climate scenarios.

2. Some GCMs simulate major climate features better than others. van Oldenborgh et al. (2005) showed that five of the GCMs selected for our study - ECHAM5/MPI-OM, GFDL-CM2.0, GFDL-CM2.1, MIROC3.2(medres) and UKMO-HadCM3 - were the best-performed of all CMIP3 GCMs in simulating ENSO (the sixth GCM, CSIRO-Mk3.5, was not available at the time of the van Oldenborgh et al. (2005) study) (Table 2.1). In addition, several of the six GCMs have been shown to simulate SST persistence characteristics in comparison to other GCMs by a more recent study (Johnson et al., 2011; not available at the conception of our study): five of the six GCMs were ranked in the top eight GCMs for SST persistence (Table 2.1). We note, however, that MIROC3.2(medres) did not simulate SST persistence well in relation to other GCMs.

3. CCAM is configured to be forced at only one, horizontal, boundary (i.e., the ocean) (Corney et al., 2013). This allows biases in GCM sea surface temperatures (SST) to be corrected before downscaling (Corney et al., 2013; Nguyen et al., 2011). In short, coarse biases in GCMs SST are not inherited by CCAM in these simulations.

4. CCAM’s domain is global, allowing more realistic simulation of larger-scale atmospheric features such as cut-off lows (Grose et al., 2013a) and mean circulation over Tasmania (Grose et al., 2013b) in comparison to GCMs.

5. CCAM has no lateral boundaries. The bias-corrected GCM SST used to force CCAM’s lower horizontal boundary are regridded to match CCAM’s conformal cubic grid. Because SST vary less in space and time than atmospheric variables, differences in the GCM and CCAM SST grids are unlikely to have deleterious effects of the kind described for lateral boundaries by Pielke and Wilby (2012). Indeed, Pielke and Wilby (2012) make no mention of horizontal boundaries in their critique.

Demonstrating added value is difficult, in part because global climate models are designed to simulate global- and continental-scale climates, and cannot hope to replicate sub-grid scale features, while it is not possible to assess regional models over the very large domains covered by GCMs. We have used Taylor (2001) diagrams to assess the capacity of the simulations to simulate the spatial distributions present in observations independent of spatial resolution. Simulated rainfall in the historical climate (1961-1990) has been compared to gridded AWAP observations (Jones et al., 2009) (Fig 2.2) for the host GCMs as well as the two downscalced resolutions (0.5° and 0.1°). We tested each set of simulations at its native resolution over a domain that suited its purpose. Using different domains to compare model performance has the obvious detraction that we are not comparing performance in similar climates. However this analysis shows how well models at each resolution perform the task for which they are designed, and
indicates the level of value the downscaling adds to GCM simulations. Only land cells are assessed. GCMs are regridded to match the highest-resolution GCM (CSIRO-Mk3.5, an approximate horizontal resolution of 2°). For GCMs, we have assessed only regions where all six GCMs have land cells (Fig 2.2, left hand column). We use a continent-scale domain to assess GCMs (Fig 2.2), following other studies (e.g. Smith and Chandler, 2010). The 0.5° simulations are assessed over southeast Australia, while the 0.1° simulations are assessed over Tasmania (Fig 2.2). AWAP rainfalls are regridded on to the 2° and 0.5° grids in order to match the resolution of the simulations.

Spatial correlations improve from 0.6-0.8 in the GCM simulations to ~0.9 in the 0.5° and 0.1° downscaled simulations, and spatial variance more closely matches AWAP observations in the downscaled simulations (Fig 2.2, right hand column). These represent marked increases in skill over raw GCM simulations, as observed mean annual rainfalls show considerably greater spatial variation and span markedly larger ranges of values in the 0.5° and 0.1° modeling output. The root mean square differences (RMSD) decrease from the GCM to 0.5° simulations, but then increase again in the 0.1° complexity of the spatial pattern of Tasmanian rainfall (and the higher overall rainfall) in relation to rainfall of south-eastern Australia. The spatial standard deviation in the 0.1° simulations is much closer to the variability of AWAP than is the case for the 0.5° or GCM simulations. Overall, the fact that the spatial biases are similar or even improved as we downscale from GCMs to finer resolution indicates that the CCAM simulations are performing with comparable, or improved, fidelity for their target resolution compared to the host GCM.

There is a notable reduction in model spread in both spatial correlation and standard deviation in CCAM compared to the GCM simulations. For example, considerable differences in spatial deviation exist between the GCMs, yet the 0.5° simulations forced by those GCMs are largely indistinguishable from each other (Fig 2.2). The reduction of spread in the ensemble is caused by a combination of the bias-correction of SSTs before downscaling and the use of a single downscaling model. CCAM generates its own atmosphere, and therefore applies a consistent set of parameters and physical equations to GCM SSTs, thereby reducing the variation between simulations. Other downscaling methods may show a different spread of RMSD and correlation coefficients given the same GCM inputs. This SST bias-correction is a likely cause for the clustering of simulations, especially in regard to RMSD, however the magnitude of this clustering cannot be quantified without more controlled tests.
Fig 2.2 Performance of rainfall simulations at different resolutions and over different domains. Top row shows mean annual rainfall for 1961-1990 from the AWAP dataset for grid cells and domains used to assess the GCM simulations (~2.0°) (left), the 0.5° RCM simulations (centre) and the 0.1° RCM simulations (right). Bottom row shows Taylor (2001) diagrams comparing spatial characteristics of simulated rainfalls with corresponding AWAP rainfalls shown in top row. Magenta diamonds show AWAP rainfalls. Blue hexagrams show control RCM simulations forced by NCEP reanalysis.
3 Performance of an empirical bias-correction of a high-resolution climate dataset

This is an edited version of a paper that has been accepted for publication by the *International Journal of Climatology* as:


Some of the introductory material has been moved to Chapter 1, while description of the regional climate simulations (already detailed in Chapter 2) has been abridged.

3.1 Abstract

We describe the method and performance of a bias-correction applied to high-resolution (~10 km) simulations from a stretched-grid regional climate model (RCM) over Tasmania, Australia. The bias-correction is a quantile mapping of empirical cumulative frequency distributions. Corrections are applied at a daily time step to five variables: rainfall, potential evaporation, solar radiation, maximum temperature and minimum temperature. Corrections are calculated independently for each season.

We show that quantile mapping of empirical distributions can be highly effective in correcting biases in RCM outputs. Cross-validation shows biases are effectively reduced across the range of cumulative frequency distributions, with few exceptions. The bias-correction is not as effective at correcting biases for values at or near zero (e.g. in rainfall simulations), although even here the bias-correction improves biases evident in the uncorrected simulations. In addition, the bias-correction improves frequency characteristics of variables such as the number of rain days.

We use a detrending technique to apply the bias-correction to 140-year time series of RCM variables. We show that the bias-correction effectively preserves long-term changes (e.g. to the mean and variance) to variables projected by the uncorrected RCM simulations. Correlations between key variables are also largely preserved, thus the bias-corrected outputs reflect the dynamics of the underlying RCM. However, the bias-corrected simulations still exhibit some of the deficiencies of the RCM simulations, for example the tendency to underestimate the magnitude and duration of large, multi-day rain events, and the tendency to underestimate the duration of dry spells.

The bias-corrected simulations for six downscaled GCMs for the A2 and B1 emissions scenarios are available to researchers from [http://www.tpac.org.au](http://www.tpac.org.au).
3.2 Introduction

Policymakers are increasingly expected to plan for future climate change caused by anthropogenic global warming, but are often missing vital detailed information about how climate could change in their local areas (Kerr, 2011). Global climate models (GCMs) are usually too coarsely resolved to provide more than generic projections for local catchments, bioregions or agricultural production areas. The problem is particularly acute when using impact models and indices, including hydrological, ecosystem and agricultural models, which require local, unbiased inputs that are on the same temporal and spatial scales as observations. In response, GCM projections may be downscaled with dynamical regional climate models (RCMs) to generate climate change scenarios at a resolution that better reflect intra-regional differences due to factors such as topography and therefore better suit end user requirements.

Despite the increase in resolution, RCM simulations often remain too biased to be used directly in impact models such as rainfall-runoff models. For example, uncorrected climate model outputs have been shown to cause very large biases in hydrological models (Wood et al., 2004) and biophysical crop models (Ines and Hansen, 2006). Biophysical or hydrological models are calibrated with observations, so if climate variables from RCM projections are to be used in these models, they must be on the same scale as observations. This challenge can be overcome by either perturbing historical datasets with projected anomalies (e.g. Post et al., 2012) or using some form of bias-correction (e.g. Dosio and Paruolo, 2011).

Our study presents a bias-correction approach that produces corrected RCM simulations that are suitable for direct use in impact models. We correct simulations from a variable-resolution (or stretched-grid) RCM, the Conformal Cubic Atmospheric Model (CCAM) over Tasmania, Australia. CCAM is configured to be forced at only one horizontal boundary (i.e., the ocean - see Corney et al., 2013). Forcing CCAM only with SST allows biases in GCM sea surface temperatures (SST) to be corrected before downscaling (Corney et al., 2013; Nguyen et al., 2011). In short, coarse biases in GCMs SST are not inherited by CCAM in these simulations. As a consequence of the SST bias-correction and the high resolution of the CCAM simulations, CCAM simulates historical Tasmanian climate with a high degree of realism, including seasonal and spatial distributions of rainfall (Corney et al., 2013). However, CCAM is still too coarsely resolved to accurately represent key climate variables in some Tasmanian regions, preventing direct application in impact models.

The bias-correction we present uses a quantile mapping (or histogram equalisation) method, which is applied to individual variables generated by CCAM. Quantile mapping has been shown to be effective at correcting climate model biases across a range of values and variables (e.g. Li et al., 2010). Quantile mapping corrections have been shown to be generally stationary when applied to RCMs (Lafon et al., 2013; Maraun, 2012), provided that biases do not change too greatly in future. This indicates that quantile mapping can be suitable for simulations of future climate. Further, Chen et al. (2011) have shown that
uncertainties generated by quantile mapping are small in relation to uncertainties from GCMs or emissions scenarios for the purpose of impact modelling.

Our quantile mapping bias-correction method is distinguished from previous methods by three elements: 1) we use empirical frequency distributions to calculate our quantiles; 2) we detrend RCM simulations (and some observed variables) before calculating corrections; 3) we calculate and apply our corrections independently for each season. Aligning empirical frequency distributions of observations and CCAM outputs avoids the need to parameterise idealised frequency distributions and the uncertainty associated with these parameters. Detrending variables before bias-correction conserves trends from the original RCM variables in the bias-corrected variables, and this allows us to apply our empirical bias-correction to long RCM time series. Applying the corrections seasonally rather than annually maintains distinct climate change responses for the four seasons. However, applying the correction seasonally and using empirical distributions fits the correction very closely to observations. This increases the likelihood that the correction will be over-fitted to the historical period, and therefore may not be as robust when applied to future periods. We demonstrate that our corrections are not overfitted by using robust cross-validation.

Most bias-correction approaches rely on two assumptions: 1) the statistical relationships used to generate the bias-correction will not change substantially in the future, and 2) corrections are unlikely to substantially disrupt the spatio-temporal relationships between and within climate variables that have been carefully circumscribed by the RCM (Ehret et al., 2012). If these assumptions cannot be validated, the bias-correction may obviate the major advantages of RCM downscaling for impact modelling. To address the first assumption, a major aim of this study is to assess how well the bias-correction performs under cross-validation. Cross-validation using different conditions for the training period gives some indication of how well the bias-correction method performs for simulations of future climate (Teutschbein and Seibert, 2012).

We present a technique we call ensemble cross-validation to verify the bias-corrected CCAM outputs against observations. This technique cross-validates the bias-correction using three different and independent realisations from one of the GCMs. Ensemble cross-validation enables us to make use of all available observations for training, rather than so called ‘split-sample’ cross-validation methods (as used, e.g., by Lafon et al., 2013), which require a portion of observations to be reserved for validation.

One of the major benefits of using RCM outputs in impact assessments is that variables are in dynamical balance (Fowler et al., 2007). Dynamical RCM outputs cohere temporally and spatially across multiple variables, and rely less on the assumption that historical relationships between large- and local-scale climate variables will remain fixed in a warmer future world (Fowler et al., 2007; Maraun et al., 2010). To address the assumption that dynamical relationships between variables are not disrupted, we describe the extent to which important correlations are retained between bias-corrected variables.
As with many previous studies, we train and apply our bias-correction to daily data. As a consequence, errors in measures that rely on autocorrelation – for example, the length of no-rain periods – are not explicitly corrected. There is some evidence that correcting daily data can improve errors in autocorrelated metrics such as drought indices (Piani et al., 2010a), however errors in autocorrelated metrics are not routinely reported. For this study, we investigate the effects of the bias-correction on both consecutive rain days and multi-day rainstorms to assess whether these can be improved by correcting daily data.

The paper is structured as follows: Section 3.3 describes CCAM, the observational data; Section 3.4 presents the bias-corrected method and the verification and results are discussed in sections 3.5 and 3.6. Finally, a summary of the results and concluding remarks are presented in section 3.7.

### 3.3 Methods

#### 3.3.1 Model and observation data

Regional climate simulations used in this study are generated with CCAM, a variable-resolution global atmospheric model (McGregor and Dix, 2008). CCAM is forced by six GCMs (Chapter 2, Table 2.1) run under two emissions scenarios, A2 (high emissions) and B1 (low emissions) (Nakićenović and Swart, 2000). We focus on the A2 emissions scenario when analysing future changes. For the CSIRO-Mk3.5 GCM, the downscaled simulations of the three independent realisations are used. These realisations are the perturbed-initial-conditions ensemble from CMIP3. Each of the CSIRO-Mk3.5 runs are initialised with different initial conditions in 1871 and evolved for 90 years. We refer to the three CSIRO-Mk3.5 realisations as Run 1, Run 2 and Run 3, following CMIP3 nomenclature. For convenience, we refer to each downscaled simulation by its host GCM.

Five CCAM variables are selected for bias-correction: daily rainfall, daily potential evaporation (PE), daily surface short-wave downward radiation (henceforth solar radiation), daily minimum temperature (Tmin) and daily maximum temperature (Tmax). These are the key variables used in many hydrological and biophysical models.

#### 3.3.2 Observation data

CCAM outputs are bias-corrected to observations from the Australian Water Availability Project (AWAP) (Jones et al., 2009). We regrid AWAP data from a ~5 km grid to a ~10 km grid to align with the CCAM outputs. Rainfall, Tmin and Tmax are corrected to AWAP data over the training period 1961-2007. AWAP uses satellite PE and solar radiation data to interpolate gridded observations from 1990 onward. Satellite measurements give a more realistic variance in AWAP PE and solar radiation than station data alone, and accordingly we correct PE and solar radiation to observations for the period 1990-2007.
3.4 Bias-correction

The variables that are bounded by zero values - rainfall, PE, solar radiation - are corrected by multiplying correction factors (‘multiplicative quantile mapping’). The two temperature variables, Tmin and Tmax, are corrected by adding corrections (‘additive quantile mapping’).

3.4.1 Rainfall, evaporation and solar radiation: multiplicative quantile mapping

Corrections are calculated independently for the seasons December-January-February (DJF), March-April-May (MAM), June-July-August (JJA), and September-October-November (SON). We begin by concatenating all data points from one season, \( S \), to form continuous seasonal time series for simulations and observations, \( X_{RCM,S} \) and \( X_{O,S} \), respectively, where \( X \) is one of rainfall, PE or solar radiation. We calculate correction factors at each grid cell by

\[
F_i = \begin{cases} 
    P_i(X_{O,S}) & : P_i(X_{RCM,S}) > 0 \\
    1: P_i(X_{RCM,S}) = 0 
\end{cases} 
\]

\( i = \{0.5, 1.5, ..., 99.5\} \),

where \( F_i \) is the correction factor at the \( i^{th} \) percentile, and \( P_i(X_{O,S}) \) and \( P_i(X_{RCM,S}) \) are the \( i^{th} \) percentiles of observations and CCAM simulations, respectively, for each season \( S \). Correction factors are calculated for each percentile from 0.5 to 99.5 (0.5\(^{th}\), 1.5\(^{th}\), ..., 99.5\(^{th}\)). Corrections were tested at larger intervals (e.g. 5\(^{th}\) percentiles, deciles) however these resulted in unsmooth cumulative frequency distributions (not shown).

Percentiles are calculated from all data, including zero values. When CCAM outputs are zero, the correction factor is set to 1 (\( F_i = 1 \)). We also trialled corrections calculated weekly, monthly and annually (not shown), with seasonal corrections resulting in the smoothest cumulative frequency distributions.

When correcting rainfall, we force any rain day with rainfall of less than 0.2 mm to zero in both observed and modelled rainfall time series. The threshold of 0.2 mm is chosen because it is the lower resolution limit of the Bureau of Meteorology rain gauges that are the basis of the AWAP dataset.

Quantile mapping assumes that corrections can be conferred from ranked historical simulations to equivalent ranks in future simulations. Before we rank points in the RCM simulations (by consigning them to percentile ‘bins’), we detrend each 140-year RCM time series. Detrending simulations ensures that trends are neither damped nor amplified by the bias-correction. We detrend each season by subtracting a 30-year moving average. To do this, we first concatenate all data points from one season to form a continuous simulated time series, \( X_{RCM,S,t} \) for a given daily variable for season \( S \) and time \( t=1, 2, ..., T \). We then calculate \( Y_{RCM,S,t} \), the detrended seasonal time series, as

\[
Y_{RCM,S,t} = X_{RCM,S,t} - \bar{X}_{RCM,S,t} 
\]

(3)
where $X_{RCM,S,t}$ is the 30-year moving average of $X_{RCM,S}$ centred on time $t$. To calculate $X_{RCM,S,t}$ at all values of $t$ we pad the the begining of the time series $X_{RCM,S}$ with 15 years of repeated $X_{S,t}$ and we pad the end of $X$s with 15 years of repeated $X_{RCM,S,T}$, and calculate $X_{RCM,S,t}$ from the padded time series.

Each $Y_{RCM,S,i}$ is consigned to a percentile ‘bin’, $b$, of 0-1, 1-2, ..., 99-100 percentiles, and assigned a rank that accords to the bin. For each time, $t$, the rank for $Y_{RCM,S,i}$ is transferred to each member of the original (undetrended) series, $X_{RCM,S,i}$. Bias-corrected outputs, $X'_{RCM,S,b}$, are then calculated by

$$X'_{RCM,S,b} = F_i . X_{RCM,S,b} : i = \{0.5,1.5,..,99.5\} \text{ and } \begin{cases} \lfloor i - 0.5 \rfloor \leq b < \lfloor i + 0.5 \rfloor ; b < 99.5 \\ \lfloor i - 0.5 \rfloor \leq b \leq \lfloor i + 0.5 \rfloor ; b = 99.5 \end{cases}$$

(4)

where $b$ is the percentile bin. Note that we do not correct detrended data (the detrended series is used only to calculate ranks), which means that we do not need to reapply a trend to the corrected RCM simulations. Eq. 4 applies the correction factor calculated for the 0.5th percentile to the 0-1 percentile bin, the factor for the 1.5th percentile to the 1-2 percentile bin, and so on up to the factor for the 99.5th percentile, which is applied to the 99-100 percentile bin. The correction is not tailored to extreme events, as it applies the same correction to all values that fall in the top percentile. Caution should be exercised if using these outputs for analyses of extremes.

Correction factors are generally close to 1 because of the realistic simulation of the Tasmanian climate by CCAM. The largest correction factors occur when correcting rainfall. Fig 3.1A shows an example of the rainfall correction factors for all grid cells for MAM (other seasons show very similar results). Corrections are less than 1.5 and greater than 0.5 in most grid cells for rainfalls larger than the 60th percentile. Corrections of lower rainfall values at or near zero (30th-60th percentile) are more marked, as rainfall in a number of grid cells is scaled to zero to match observations. Where both the simulated and observed rainfalls are zeros (rainfalls <30th percentile), correction factors are forced to 1.

3.4.2 Temperature: additive quantile mapping

Before Tmin and Tmax corrections are calculated, we detrend each season in the uncorrected simulation and AWAP data for the training period (1961-2007) by subtracting a 30-year moving average, as shown in Eq. 3. This is necessary for Tmin and Tmax to account for the marked trend of observed temperature increases across Tasmania during the training period. If we did not detrend these variables, higher values would be sampled mostly from the latter part of the period, and this could have the effect of correcting out (or exacerbating) trends in the simulations if the AWAP data and the simulations have different rates of temperature increases.
Fig 3.1 Distribution of bias-corrections applied across the cumulative frequency distribution for (A) rainfall and (B) Tmin for MAM. All grid cells from the CSIRO-Mk3.5 Run 1, Run 2 and Run 3 simulations are combined to calculate the median and range of corrections. Solid line shows corrections at the median grid cell. Confidence bounds show [0.1, 0.9] ranges of corrections across all grid cells. Results are similar for all seasons and models (not shown).
After detrending Tmin and Tmax, we calculate corrections at each grid cell,

\[ D_i = P_i(X_{O,S}) - P_i(X_{RCM,S}) : i = \{0.5, 1.5, \ldots, 99.5\}, \]

where \( X \) is Tmin or Tmax, \( D_i \) is the correction at the \( i^{th} \) percentile, and the other terms are as already described. Percentiles are calculated as described for the multiplicative quantile mapping, above.

CCAM outputs are detrended seasonally (Eq. 3) and ranked as for the multiplicative quantile mapping before corrections are applied. Bias-corrected Tmin and Tmax are calculated by

\[ X'_{RCM,S,b} = D_i + X_{RCM,S,b} \cdot i = \{0.5, 1.5, \ldots, 99.5\} \text{ and } \begin{cases} \{i - 0.5 \leq b < i + 0.5\} : b < 99.5 \\ \{i - 0.5 \leq b \leq i + 0.5\} : b = 99.5 \end{cases} \]

where terms are as described above.

As with the multiplicative corrections, corrections are generally small because CCAM simulates Tasmanian climate realistically. The largest additive corrections occur when correcting Tmin. Fig 3.1B shows Tmin corrections for all grid cells for MAM (other seasons show very similar results). Corrections are within ±2.5°C for most grid cells for all Tmin values larger than the 10th percentile.

### 3.5 Verification

#### 3.5.1 Definition of bias and mean error

We use the definition of ‘bias’ suggested by Ehret et al. (2012); “the correspondence between a mean [simulation] and mean observation averaged over a certain domain and time”. We use bias only to describe errors in average Tmax, Tmin, rainfall, PE and solar radiation. For a given measure of temperature, \( T \),

\[ B_T = \overline{T_{RCM}} - \overline{T_{Obs}}. \]

where \( B_T \) is the bias, \( \overline{T_{RCM}} \) is the average of modelled \( T \) and \( \overline{T_{Obs}} \) is the average of observed \( T \).

For rainfall, solar radiation and PE, we define bias as the proportional differences in mean forecasts and mean observations, normalised by the mean observations. For rainfall, \( R \), bias is defined as
$B_R = \frac{\overline{R_{RCM}} - \overline{R_{Obs}}}{\overline{R_{Obs}}} \times 100\%,$  \hspace{1cm} (8)

where $B_R$ is the bias, $\overline{R_{RCM}}$ is the average of modelled $R$ and $\overline{R_{Obs}}$ is the average of observed $R$.

When reporting errors in other measures, for example errors in quantiles or errors in the number of rain days, we use the term \textit{mean error}. Mean errors are calculated as for equations 7 and 8, but the term is applied to measures other than mean $T_{max}$, $T_{min}$, rainfall, PE and solar radiation.

3.5.2 \textit{Ensemble cross-validation}

We verify the performance of the bias-correction with cross-validation. We use the ensemble of three CSIRO-Mk3.5 runs for this purpose, as each run represents a plausible and independent realisation of historical climate. For example, we calibrate the bias-correction for CSIRO-Mk3.5 Run 1 and then apply the correction to CSIRO-Mk3.5 Run 2 and CSIRO-Mk3.5 Run 3. We repeat this process for each combination of CSIRO-M3.5 runs, producing six cross-validated bias-corrected realisations for each variable. The performance of each of these realisations is then assessed against observations. We call this method \textit{ensemble cross-validation}.

Ensemble cross-validation allows us to include all 47 years of observations to train and validate the bias-correction, allowing us to generate stable frequency distributions. We note that even though the ensemble cross-validation is based on runs from the same forcing GCM, the realisations of climate during the bias-correction training period are quite different. These differences are illustrated by the realisations of Tasmania-wide rainfall presented in Fig 3.2, which shows, for example, that CSIRO-Mk3.5 Run 1 is markedly drier than CSIRO-Mk3.5 Run 3 during the training period. The differences in the realisations ensure that the ensemble cross-validation is a rigorous test of the bias-correction, as well as allowing as much data as possible to be included. To further ensure that we do not overrate the performance of the bias-correction, we report the largest biases generated under ensemble cross-validation.
3.6 Results

3.6.1 Performance in the historical period

The bias-correction successfully reduces biases during the historical period (1961-2007) under ensemble cross-validation.

Fig 3.3 shows minimum biases in the original RCM simulations (Fig 3.3A-E) and maximum cross-validation biases after bias-correction (Fig 3.3F-J). The original RCM simulations of PE and particularly solar radiation have modest biases (within ±5% in most areas – Fig 3.3B-C). The spatial patterns of Tmax and Tmin are also reasonably well represented by the original simulations, though there is a persistent tendency to underestimate Tmax for most of the state by 1°C or more (Fig 3.3D), and a tendency to overestimate Tmin in the warmer eastern parts of Tasmania by >1°C (Fig 3.3E). The most pronounced biases occur for simulations of rainfall, in particular in the central north, a region with steep topographic and rainfall gradients. CCAM tends to underestimate rain falling on the central and north-west mountains by 30% or more, while it tends to greatly overestimate rainfall (>100%) in the low-rainfall Tamar valley region in the central north of Tasmania. Rainfall biases in the uncorrected simulations are high in the north-east largely because the ~10 km grid size does not effectively resolve finer scale orographic rainfall effects (in this case, a rain shadow caused by a steep topographic gradient from the mountainous central plateau [>1000 m elevation] to the lowlands in the east, see Corney et al., 2013).
Fig 3.3 Biases in uncorrected and bias-corrected simulations. Top row shows minimum biases in uncorrected simulations from in the CSIRO-Mk3.5 ensemble: average annual (A) rainfall, (B) potential evaporation (PE), (C) solar radiation, (D) Tmax and (E) Tmin. Bottom row shows cross-validated biases after bias-correcting the CSIRO-Mk3.5 ensemble: average annual (F) rainfall, (G) potential evaporation (PE), (H) solar radiation, (I) Tmax and (J) Tmin. Biases in the bias-corrected simulations (F-H) correspond to the largest absolute biases from the six cross-validated bias-corrected CSIRO-Mk3.5 realisations at each grid cell. Where the largest absolute bias corresponds to a negative bias, this is plotted as a negative bias. Note the different colour scales for uncorrected and bias-corrected simulations.

The bias-correction reduces cross-validation biases for annual rainfall, PE and solar radiation to within ±5% in most areas (Fig 3.3F-H). The largest cross-validation Tmin and Tmax biases after bias-correction are within ±0.1°C for most of Tasmania (Fig 3.3I-J). We note that the rainfall biases under ensemble cross-validation (Fig 3.3F) are very similar to those reported by Bennett et al. (2012) for the same RCM simulations, who used conventional split-sample cross-validation. The largest rainfall biases after bias-correction (up to 8%, Fig 3.3F) are similar to the cross-validated interpolation errors reported for AWAP rainfall data over Tasmania by Jones et al. (2009). Similarly, temperature biases are less than the Australia-wide RMSE for AWAP temperature data (Jones et al. 2009). Biases for PE are largest in western Tasmania (Fig 3.3G), an area of low annual PE (<850 mm·yr⁻¹) and high annual rainfall (>2000 mm·yr⁻¹). In a small number of grid cells with very low PE, the cross-validated bias-corrected PE simulations can be slightly more biased than the uncorrected simulations.
Fig 3.4 Improvement of absolute biases in average annual (A) rainfall, (B) potential evaporation (PE), (C) solar radiation, (D) Tmax and (E) Tmin in the CSIRO-Mk3.5 ensemble. Improvements are calculated by subtracting the largest absolute biases in the six cross-validated bias-corrected CSIRO-Mk3.5 simulations from the smallest absolute biases in the three uncorrected CSIRO-Mk3.5 simulations. Positive values indicate improvements caused by the bias-correction; negative values show reduced performance.

Fig 3.4 shows the improvement in annual biases by comparing the smallest biases in the uncorrected CSIRO-Mk3.5 simulations to the largest biases in the cross-validated bias-corrected CSIRO-Mk3.5 simulations. The bias-correction reduces biases in all grid cells for Tmin, Tmax and solar radiation. Rainfall biases are improved in all but 11 (of 720) grid cells and are corrected by up to 100% in lower rainfall areas in the east, and particularly the north-east (Fig 3.4A), where the underestimation of the steep rainfall gradient is effectively corrected. Solar radiation biases are not improved greatly (Fig 3.4C), as the biases in the uncorrected simulations are already small.
Fig 3.5 Distribution of mean errors of grid-cells across the cumulative frequency distributions of (A) daily rainfall, (B) potential evaporation (PE), (C) solar radiation, (D) Tmax and (E) Tmin in the CSIRO-Mk3.5 ensemble. Horizontal axis gives the cumulative frequency distribution (expressed as percentiles). All grid cells from all corrected and uncorrected CSIRO-Mk3.5 realisations are combined to calculate the median and range of mean errors. Transparent blue and red confidence bounds show [0.1, 0.9] ranges of biases across all grid cells for cross-validated bias-corrected outputs and uncorrected outputs. Solid blue and red lines show mean error for the median grid cell. Narrower bands indicate that grid cells are closer to the median grid cell. Grey bars show values of AWAP observations at the median grid cell for each percentile (right-hand vertical axis).
As expected with quantile mapping, mean errors are removed across the cumulative frequency distributions. Fig 3.5 shows mean errors in the cross-validated bias-corrected simulations for the full cumulative frequency distributions of each variable. Characteristics of mean errors in individual grid cells are summarised by showing the median bias from all grid cells, as well as the [0.1, 0.9] range of mean errors for all grid cells. In general, the bias-correction successfully removes mean errors at different quanta, particularly for solar radiation (Fig 3.5C) and temperature (Fig 3.5D-E), and at higher PE and rainfall values (Fig 3.5A-B). The bias-correction effectively corrects the median grid cells across much of the cumulative frequency distribution. However, the effect of the bias-correction is most apparent in cells with larger errors ([0.1, 0.9] range), shown by the much greater range of mean errors in the uncorrected simulations (the red band) compared with the bias-corrected simulations (blue band).

Performance of the multiplicative bias-correction is poorest at values at or near zero. Mean errors in PE at low values are reduced, but not removed, under cross-validation in low PE regions (e.g. western Tasmania). Here, cross-validation shows that the bias-correction is too closely fitted when PE values are near zero. We note, however, that these larger errors are at least partly explained by the proportional measure of error (%) being very sensitive for PE values very close to zero, even when the difference in values is very small.

Similarly, mean errors in rainfall for values at or near zero are improved, but not removed, by the bias-correction. The largest mean errors are in the 25th to 45th percentile range, which spans the rainfall range from no rain days to light drizzle days. Rain days are not explicitly aligned by the bias-correction, leading to instances where no rain days are compared to days with low rain, resulting in large proportional mean errors.

The bias-correction partially corrects frequency and autocorrelation characteristics. Of the five variables, rainfall is the most difficult to correct because of its highly skewed cumulative frequency distribution, and we now focus on rainfall as the most rigorous test of the bias-correction method. The bias-corrected simulations have a tendency to slightly overstate (3-5%) the number of observed rain days (Fig 3.6A). This is a marked improvement over the uncorrected simulations in several areas, particularly over north-eastern Tasmania (Fig 3.6B), despite rain days not being explicitly corrected. The improvement in the number of rain days results from the bias-correction taking advantage of the tendency of CCAM to overstate the number of rain days (Corney et al., 2013). The number of rain days can be reduced (but not increased) by the bias-correction, resulting in better agreement with observations.
Fig 3.6 (A) Mean errors in the number of days per year where rain >1 mm. Mean errors shown are the largest errors from the six cross-validated bias-corrected CSIRO-Mk3.5 realisations at each grid cell. Where the largest absolute mean error corresponds to a negative mean error, this is plotted as a negative error. (B) Improvement of mean errors in number of days per year where rain >1 mm in the cross-validated CSIRO-Mk3.5 ensemble. Improvements are calculated by subtracting the largest absolute mean errors in the six cross-validated bias-corrected simulations from the smallest absolute mean errors in the three uncorrected CSIRO-Mk3.5 simulations. Positive values indicate improvements caused by the bias-correction; negative values show reduced performance.

However, mean errors in the duration and quanta of multi-day rain events are not improved by the bias-correction. White et al. (2013) showed that the uncorrected CCAM simulations underestimate both the number of consecutive wet days and consecutive dry days across much of Tasmania. Fig 3.7 shows the mean errors for the entire cumulative frequency distribution of rain events, where rain events are defined as consecutive rain days with rain >1 mm.d$^{-1}$. CCAM has a slight tendency to overestimate smaller rain events and a marked tendency to underestimate the magnitude of larger rain events (Fig 3.7A). The bias-correction improves mean errors of smaller rain events; however it somewhat exacerbates CCAM’s tendency to underestimate larger rain events. The range of rain event errors between grid cells is reduced by the bias-correction by bringing all grid cell mean errors closer to the median (Fig 3.7A). The poorest performing grid cells are improved, however the median grid cells in the bias-corrected simulations tend to understate rain event magnitudes slightly more than the median grid cells in the uncorrected simulations. Similarly, the bias-correction actually increases the median error in the duration of large rainfalls (Fig 3.7B). This is because the bias-correction can only reduce the number of rain days, meaning that duration of larger rain events tends to be underestimated more in the bias-corrected simulations than in the uncorrected simulations.
Fig 3.7 Distribution of grid-cell mean errors for the full range of values for (A) rain event magnitudes, (B) duration of rain events in the cross-validated CSIRO-Mk3.5 ensemble, and (C) duration of dry spells in the cross-validated CSIRO-Mk3.5 ensemble. Rain events are defined as consecutive rain days with rainfall >1 mm. Rain event magnitudes are the accumulated rain falling in these storms. Dry spells are defined as consecutive days when rainfall <1 mm. All other elements are as described for Fig 3.5.
Errors in the duration of rain events become noticeable only at very long rain events (>70th percentile – Fig 3.7B), while rainfall event magnitudes are underestimated for events greater than the median (Fig 3.7A). This indicates that CCAM’s tendency to underestimate the magnitudes of multi-day rainfall events is not simply caused by underestimating the duration of these events, but also by not ‘lumping’ high rainfall days together sufficiently frequently. The tendency of the simulations to underestimate large rain events leads to a slight underestimation of flows by hydrological models (Bennett et al., 2012). This problem is canvassed in the discussion (Section 3.7). CCAM’s tendency to underestimate long dry spells is also not changed greatly by the bias-correction (Fig 3.7C). The bias-correction slightly improves CCAM’s tendency to underestimate the duration of dry spells. We note that errors in the duration of dry spells after bias-correction are reasonably small in relation to the length of dry spells – for example the median error for longer dry spells (>15 days) is around 3 days. Simulating dry spells accurately can be particularly important for accurately modelling crop yields (Ines et al., 2011). Comparisons between crop yields modelled with the bias-corrected CCAM simulations and with observed climate variables (Holz et al., 2010) demonstrated that the simulations of dry spells in the bias-corrected CCAM simulations are within the tolerance of the crop yield models.

3.6.2 Correlations between variables

A dynamical model has internal consistency and dynamical balance between variables, similar to that in observations (e.g. sunny days are usually warmer than cloudy days). Correlations between pairs of variables from CCAM run with GFDL-2.1 are shown in Fig. 9A; results are similar in all CCAM simulations (not shown). Correlations are strongly positive between solar radiation and PE, Tmax and PE and Tmax and solar radiation, and are similar to those in observations. The correlation is negative between rainfall and solar radiation, and slightly negative in some regions between rainfall and PE and rainfall and Tmax (Fig 3.8A), again similar to observations.

Bias-correcting RCM variables independently can change the dynamical relationships between variables from the RCM. This is a negative side-effect for impact modellers attempting to measure the impacts of changes to multiple variables (say, the effects of changes to temperature, rainfall and solar radiation on agricultural production). Fig 3.8B shows how temporal correlations between variables are altered by the bias-correction for a historical and future period in the GFDL-CM2.1 simulation (again, results are very similar for all simulations; not shown). In general, the bias-correction has a reasonably small effect on temporal correlations in the historical period (within ±0.1 for correlations within the range -1 to 1) (Fig 3.8B). The differences in correlations between corrected and uncorrected simulations are very similar in both the historical and future periods, showing that the effect of the bias-correction on these correlations is reasonably stable throughout the simulation.
Fig 3.8 Temporal correlations between paired variables calculated for GFDL-CM2.1 (results are very similar for all simulations; not shown). (A) Correlations in raw outputs (pairs as marked), where correlation coefficients can take values from 1 (perfectly correlated) to -1 (perfectly anti-correlated), (B) difference in temporal correlation between raw and corrected outputs (pairs as marked), top row shows differences for 1961-1990; bottom row shows differences for 2070-2099.

3.6.3  Conservation of future trends

Projected changes in mean and variability are usually of most interest to impact modellers. It is therefore important that changes projected by CCAM are preserved as much as possible by the bias-correction. For a given variable simulated by CCAM, $X_{RCM}$, we show changes as anomalies in the mean and standard deviation (Fig 3.9, Fig 3.10).

Anomalies in mean $X_{RCM}$ are calculated as

$$\Delta(X_{RCM,t}) = \frac{X_{RCM,t} - X_{RCM,1961-1990}}{1}.$$  

(9)
where $\Delta(X_{RCM,t})$ is the anomaly in the mean at time $t$ calculated with respect to 1961-1990, $\bar{X}_{RCM,t}$ is the 11-year moving average of $X_{RCM}$ centred on $t$, and $\bar{X}_{RCM,1961-1990}$ is the average of $X_{RCM}$ calculated for the period 1961-1990. Similarly, anomalies in standard deviations are calculated as

$$
\Delta \sigma(X_{RCM,t}) = \sigma(X_{RCM,t}) - \sigma(X_{RCM,1961-1990}),
$$

(10)

where $\Delta \sigma(X_{RCM,t})$ is the anomaly in the standard deviation of $X_{RCM}$ at time $t$ calculated with respect to 1961-1990, $\sigma(X_{RCM,t})$ is the standard deviation of $X_{RCM}$ on the 11 years centred on $t$, and $\sigma(X_{RCM,1961-1990})$ is the standard deviation of $X_{RCM}$ calculated for the period 1961-1990.

Examples of seasonal changes in uncorrected and bias-corrected rainfall values and variances are given at two locations in Fig 3.9. For all models and locations, the bias-corrected time series closely follow the corresponding uncorrected time series. There are slight differences in the uncorrected and bias-corrected variances (given as the standard deviation). However, the uncorrected and bias-corrected variance time series still match reasonably closely, and projected changes in the uncorrected rainfall simulations are preserved in the bias-corrected simulations. Similarly close matches are achieved for all seasons, and also for PE and solar radiation (not shown).

Changes in uncorrected and bias-corrected temperature are almost indistinguishable for all seasons and models. Fig 3.10 shows that the steady increase in Tmax for the period 2010-2100 is very well preserved in all the bias-corrected simulations, and there are negligible differences in the variances of uncorrected and bias-corrected Tmax time series.

Fig 3.9 and Fig 3.10 clearly demonstrate that the correction can be applied to long, continuous time series. Applying a consistent correction is attractive, as it allows impact models (e.g. agricultural models, hydrological models) to simulate long-term trends, rather than just time slices.
Fig 3.9 DJF anomalies of rainfall mean and standard deviation in a western and an eastern grid cell under the A2 emissions scenario. Anomalies are calculated with respect to 1961-1990, and time series are smoothed with an 11-year moving window; see text for details. Left hand panel shows changes for a grid cell in the mountainous western region of Tamania, while right hand panel gives changes for a grid cell at lower elevation in the eastern Tasmanian midlands.
Fig 3.10 DJF anomalies of Tmax mean and standard deviation in a western and an eastern grid cell under the A2 emissions scenario. Anomalies are calculated with respect to 1961-1990, and time series are smoothed with an 11-year moving window; see text for details. Left hand panel shows changes for a grid cell in the mountainous western region of Tasmania, while right hand panel gives changes for a grid cell at lower elevation in the eastern Tasmanian midlands.
3.7 Discussion

Both the multiplicative and additive quantile mapping perform well under cross-validation, even for higher quantiles. This contrasts with Lafon et al. (2013), who found that quantile mapping of empirical rainfall distributions did not perform well under cross-validation at higher quantiles. Poor performance under cross-validation may indicate poor performance outside the training period. Several elements of our method help to stabilise the bias-correction and provide confidence in the bias-corrected projections. First, because GCM biases are removed before downscaling and because CCAM is run at high horizontal resolution, the simulations require generally small corrections in many grid cells. Second, we use a long (47-year) training period for Tmax, Tmin and rainfall. We use the same period to evaluate the method under ensemble cross-validation. The large sample from the long training period used in this study produces cumulative frequency distributions that reflect natural variation in climate. In contrast, Lafon et al. (2013) used 30-year training periods and 10-year verification periods. As the long training periods contain variables that are non-stationary (in our case, Tmax and Tmin), they are detrended before bias-correction. We note that the use of a long training period is less important for PE and solar radiation as these variables tend to have lower variance than rainfall and temperature. Third, we fit bias-corrections seasonally. Most regions in Tasmania have strongly seasonal climates that are reflected in the values of all variables (a partial exception is relatively uniform monthly rainfall in some drier parts of eastern Tasmania). Applying seasonal bias-corrections groups similar values together, which tends to produce more stable cumulative frequency distributions. The seasonally distinct corrections can lead to small discontinuities in time series at seasonal boundaries, and these discontinuities may have unintended effects on impact assessments. We note, however, that these small discontinuities had no discernible effect in the outputs of several hydrological and biophysical impact models (Bennett et al., 2012; Holz et al., 2010).

Bias-correcting variables independently has been shown to disrupt the dynamical balance of climate model outputs (Piani and Haerter, 2012). Piani and Haerter (2012) advocate the use of a copula-based bias-correction to avoid this problem, as such corrections explicitly account for correlations between variables. Copula-based corrections require the use of idealised bi-variate (or multivariate) statistical distributions that need to be parameterised. We have sought to avoid using such statistical distributions, and the associated uncertainty in estimating parameters for these distributions. Despite correcting variables independently, we have shown that inter-variable correlations are well preserved after bias-correction. This, again, can be ascribed to the relatively small corrections we apply to the RCM variables, thanks to the realistic simulation of Tasmanian climate by CCAM (Corney et al., 2013).

Multiplicative quantile mapping tends to perform less well for values at or near zero. Fortunately, these low values are unlikely to have a significant effect on the performance of most impact models, precisely because they are small. For example, hydrological models used for impact assessments often contain loss models that remove smaller quantities of rainfall before calculating runoff (e.g. Bennett et al., 2012), meaning that errors in very small rainfall quantities are unlikely to have any effect on simulated runoff.
As already noted, these corrections are not designed for assessment of extreme events, in particular for rainfall extremes. The magnitude of extreme events falling in the highest percentile bin (99-100) can vary greatly, especially for rainfall. By applying a single correction factor to all values in the top percentile bin, we generalise across events that may behave (and therefore scale) differently in a warming climate. For values in the top percentile, fitting extreme value distributions and then applying a bias-correction to these may yield more robust projections (outside the scope of this study).

The bias-correction reduces the error in the number of rain days only where the model overestimates the number, since it is a multiplicative correction. However, all climate models tend to overestimate the number of rain days, the well-documented 'drizzle problem' (e.g. Berg et al., 2013). Therefore, we see the correction as generally useful, and applicable to outputs from most RCMs.

The multiplicative bias-correction does not remove biases in the magnitude and duration of multi-day rain events. The underestimation of large, multi-day rain events inherent in the CCAM simulations can be partly attributed to the underestimation of the frequency and intensity of cutoff lows, an important driver of Tasmanian rainfall (Grose et al., 2013a), and other such synoptic systems. Despite this, Grose et al. (2013a) show that CCAM simulates the frequency and intensity of cutoff lows more realistically than a GCM. The underestimation of large rain events is an important limitation of the CFT bias-corrected simulations for impact modelling. Hydrological models run with the bias-corrected CCAM simulations tend to underestimate larger flows (Bennett et al., 2012). This can be attributed to the underestimation of large rain events reported here, as large rain events generate proportionately more runoff than smaller rain events. The underestimation of large flow events by hydrological models would be even greater if not for CCAM’s tendency to overestimate large, single-day rainfalls over large areas described by Bennett et al. (2011). These rainfall biases do not seem to affect biophysical models to the same degree as hydrological models. Biophysical models forced by the bias-corrected CCAM simulations appear not to exhibit persistent biases (Holz et al., 2010).

In addition, the value of the bias-corrected outputs for use in impact models is dependent on the performance of the AWAP observations. AWAP is forced by weather station and satellite data, and weather stations are sparse in Tasmania’s mountainous western areas. Hofstra et al. (2010) showed that gridded climate datasets tend to underestimate the variance of rainfall in regions with few weather stations. AWAP PE may also have systematic biases at low values. Accordingly, impact modellers using the CFT outputs should treat simulations over western Tasmania (and, indeed, the AWAP observations) with some caution.

### 3.8 Summary and conclusions

This study describes the method and performance of an empirical bias-correction applied to RCM simulations for Tasmania, Australia. The bias-corrected simulations are designed for use in impact models. The bias-correction is based on quantile mapping of empirical cumulative frequency distributions, which is applied to GCM model projections seasonally. Bias-correcting empirical frequency distributions avoids the need to parameterise idealised frequency distributions and the uncertainty associated with these parameters. Detrending
the variables before calculating the bias-correction ensures that projected climate change signals are conserved. The approach described here is well suited to downscaled climate model outputs in the temperate Tasmanian climate and may also be suitable for higher latitudes or in the tropics, although further testing is required in these regions.

The bias-correction performs well under cross-validation, effectively reducing biases across the range of cumulative frequency distributions, with few exceptions. The bias-correction is not as effective at correcting biases for values at or near zero (e.g. in rainfall simulations) although even here it reduces biases from the uncorrected simulations.

While cross-validating in the historical period gives some indication of how the bias-correction is likely to perform in the future, this does not conclusively demonstrate performance under future climate. Climate model biases can change over time (e.g. Boberg and Christensen, 2012; Buser et al., 2009; Christensen et al., 2008), and very large changes in the characteristics of climate model biases in future climates may undermine any bias-correction trained on historical data. While we have carefully assessed the performance of our bias-correction method in both the historical period and in future trends, we recognise that it is not certain that biases based on observations from 1961-2007 (and therefore the bias-correction) will be relevant in future.

The bias-corrected simulations inherit some of the deficiencies of the uncorrected simulations, for example the tendency to underestimate both the magnitude and duration of large, multi-day rain events. This is linked to limitations in larger scale regional climate features such as cutoff lows.

Correlations between key variables are reasonably well maintained by the bias-correction, meaning the CFT dataset is suitable for impact models that rely on input from multiple variables. Further, the key outputs of the regional climate model and the changes projected by the simulations are faithfully preserved by the bias-correction.

One of the major outcomes of this work is to generate a set of high resolution bias-corrected RCM simulations for Tasmania. The bias-corrected CFT simulations for CSIRO-Mk3.5 Run 1, ECHAM5/MPI-OM, GFDL-CM2.0, GFDL-CM2.1, MIROC3.2(medres) and UKMO-HadCM3 for the B1 and A2 emissions scenarios are available from http://www.tpac.org.au. Impact modellers who wish to use the CFT dataset are directed to Bennett et al. (2011); Bennett et al. (2012); Corney et al. (2013); Grose et al. (2013a); Grose et al. (2013b); Holz et al. (2010) and White et al. (2013) for further discussion of the performance of the CCAM simulations.
4 High-resolution projections of surface water availability for Tasmania, Australia

This is an edited version of the paper published as:


Much of the introductory material now appears in Chapter 1, while descriptions of the regional climate simulations (detailed in Chapter 2), and the bias-correction method (detailed in Chapter 3) have been abridged.

4.1 Abstract

Changes to streamflows caused by climate change may have major impacts on the management of water for hydro-electricity generation and agriculture in Tasmania, Australia. We describe changes to Tasmanian surface water availability from 1961–1990 to 2070–2099 using high-resolution simulations. Six fine-scale (10 km²) simulations of daily rainfall and potential evapotranspiration are generated with the CSIRO Conformal Cubic Atmospheric Model (CCAM), a variable-resolution regional climate model (RCM). These variables are bias-corrected with quantile mapping and used as direct inputs to the hydrological models AWBM, IHACRES, Sacramento, SIMHYD and SMAR-G to project streamflows.

The performance of the hydrological models is assessed against 86 streamflow gauges across Tasmania. The SIMHYD model is the least biased (median bias = −3%) while IHACRES has the largest bias (median bias = −22%). We find the hydrological models that best simulate observed streamflows produce similar streamflow projections.

There is much greater variation in projections between RCM simulations than between hydrological models. Marked decreases of up to 30% are projected for annual runoff in central Tasmania, while runoff is generally projected to increase in the east. Daily streamflow variability is projected to increase for most of Tasmania, consistent with increases in rainfall intensity. Inter-annual variability of streamflows is projected to increase across most of Tasmania.

This is the first major Australian study to use high resolution bias-corrected rainfall and potential evapotranspiration projections as direct inputs to hydrological models. Our study shows that these simulations are capable of producing realistic streamflows, allowing for increased confidence in assessing future changes to surface water variability.
4.2 Introduction

Human-induced climate change has been shown to contribute to changes in the spatial distribution of precipitation in the 20th century (Zhang et al., 2007). In a warmer future world, understanding the local and regional implications of changes in the hydrological cycle is critical to planning for water security (Oki and Kanae, 2006). Dynamical regional climate models (RCMs) have been used to assess climate change impacts on spatial distributions of rainfall (Kilsby, 2007), seasonal changes to rainfall (Kendon et al., 2010a), and changes to rainfall intensity (Berg et al., 2009) and frequency (Mailhot et al., 2007) at spatial scales relevant to water managers.

To assess how complex rainfall changes affect surface water availability, RCM outputs are often coupled to hydrological models. The challenge in coupling RCMs directly to hydrological models is that RCM outputs are usually too biased to allow hydrological models to produce realistic streamflows (Graham et al., 2007). Quantile mapping is a bias-correction technique shown to be highly effective at removing biases across the entire cumulative frequency distribution of a given variable (Ines and Hansen, 2006; Piani et al., 2010a). Quantile mapping has been successfully used to couple RCMs to hydrological models in several northern hemisphere studies (Akhtar et al., 2009; Boé et al., 2007; Fowler and Kilsby, 2007; Wood et al., 2004), but has not been used for major regional hydroclimatological studies in Australia, where indirect coupling methods based on pattern scaling and simple perturbation of historical observations have been more popular (Charles et al., 2010; Chiew et al., 2009; Post et al., 2012).

This paper’s primary aim is to quantify seasonal and spatial changes in Tasmanian streamflows by 2100 using high-resolution RCM simulations. To better understand future changes in streamflow variability, we project streamflows using bias-corrected RCM projections as direct inputs to hydrological models. Ours is the first Australian study to use this method to produce basin-scale surface water projections, and accordingly we aim to demonstrate that our method credibly replicates historical streamflows.

Finally, this paper aims to understand whether uncertainty in the streamflow projections comes more from the RCM simulations than from the hydrological modelling. The practice of using ensembles of climate models to describe uncertainty in projections is well established. Using ensembles of hydrological models to quantify uncertainty in projections is less common, even though uncertainties in hydrological modelling may contribute significantly to uncertainties in climate change impact studies (Bastola et al., 2011). To find if the RCM simulations are a greater source of uncertainty than the hydrological models, we couple an ensemble of RCM simulations to an ensemble of hydrological models.
4.3 Data and methods

4.3.1 Regional climate modelling

We use the six RCM simulations generated with CCAM (Chapter 2, Table 2.1) run for the A2 (high) emissions scenario: CSIRO-Mk3.5 (run 1), ECHAM5/MPI-OM, GFDL-CM2.0, GFDL-CM2.1, MIROC3.2 (medres) and UKMO-HadCM3.

4.3.2 Quantile mapping

Two inputs are required for the hydrological models: daily rainfall and daily APET. We use the multiplicative quantile mapping described in Chapter 3 to align daily rainfalls and APET to 10 km² gridded observations aggregated from the ~5 km² (0.05°) SILO dataset (Jeffrey et al., 2001). SILO is used here in preference to AWAP as the hydrological models were calibrated to SILO data. Rainfall is a direct output from the SILO dataset, while APET is calculated from base variables (vapour pressure, temperature and solar radiation) according to Morton’s (1983) method for wet environments. Finally, bias-corrected RCM outputs are regridded from the 10 km² CCAM grid to the 5 km² grid compatible with the hydrological models.

Split-sample cross-validation of quantile mapping

When bias-corrections are applied to future projections, they are often implicitly assumed to be consistent through time (Ines and Hansen, 2006; Wood et al., 2004). However, there is some evidence that bias-corrections can vary with the choice of training period (Li et al., 2010; Piani et al., 2010b). We test this assumption using split-sample cross-validation for quantile mapping of rainfall. We carry out two sets of cross-validation:

1) We train the quantile mapping for the period 1962-1984 and validate against the period 1985-2007.
2) To minimise the effects of longer-term (decadal or greater) oscillations or trends in either the observed or simulated rainfalls, we train the quantile mapping on odd years for 1962-2007 (1963, 1965, …, 2007) and validate against even years for 1962-2007 (1962, 1964, …, 2006).

4.3.3 Hydrological modelling

We use the five hydrological models calibrated by Viney et al. (2009b): AWBM (Boughton, 2004), IHACRES (Post and Jakeman, 1999), Sacramento (Burnash et al., 1973), SIMHYD (Chiew et al., 2002) with Muskingum routing (Tan et al., 2005), and SMAR-G (Goswami et al., 2002). The hydrological models are simple conceptual models that use a variety of algorithms to partition available water into baseflows and quickflows, which are then combined to represent observed hydrographs. IHACRES is distinguished from the other models by i) employing a rainfall scaling parameter and ii) by characterising streamflow using a unit-hydrograph. Viney et al. (2009b) used a log-bias objective function (Viney et al., 2009a) to automate the calibration of the five hydrological models to 90 streamflow records for 1975-2007 for catchments around Tasmania. The stream records Viney et al. (2009b) chose were from catchments that had negligible human influence on streamflows.
For four catchments, streamflow records were augmented with estimates of irrigation extractions to simulate natural streamflows. The hydrological models produce runoff timeseries at a daily time step distributed on a ~5 km² (0.05°) grid covering all of Tasmania. To achieve Tasmania-wide coverage with the five hydrological models, Viney et al. (2009b) assigned model parameters to ungauged catchments from their nearest gauged neighbour.

We aggregate runoff to eight river catchments (Fig 4.1). Operation of storages, diversions and water extractions in these catchments are based on practices current at 31 December 2007 (Bennett et al., 2010). The eight rivers are chosen as they represent different climatic regions of Tasmania, and all have >20-year, high-quality streamflow records.

Descriptions of streamflow changes in a further 70 Tasmanian rivers, 12 large irrigation storages and the Tasmanian hydro-electric system are given by Bennett et al. (2010).

Changes are described between a baseline period, 1961-1990, and a future period, 2070-2099.
Fig 4.2 Effects of changing the training period on quantile mapping performance. Plots show biases in mean annual rainfall for the 10 km² GFDL-CM2.0 simulation. (a) Biases of bias-corrected RCM rainfall where quantile mapping is trained with the period 1962-1984; biases shown are calculated for 1985-2007. (b) Biases of bias-corrected RCM rainfall where quantile mapping is trained with odd years occurring in the period 1962-2007 (1963, 1965, …, 2007); biases shown are calculated for even years occurring during the period 1962-2007 (1962, 1964, …, 2006). (c) Biases of uncorrected RCM rainfalls for 1961-1990. Rainfall biases for the other five RCM simulations are very similar to the GFDL-CM2.0 simulation illustrated in this figure.

4.4 Results

4.4.1 Cross-validation of quantile mapping

Fig 4 shows cross-validation biases for mean annual rainfall for the GFDL-CM2.0 simulation. Rainfall biases of the GFDL-CM2.0 simulation shown in Fig 4.2 are very similar for the other RCM simulations (not shown). When the quantile mapping is trained on odd years, cross-validation biases are less than ±10% almost everywhere (Fig 4.2a). Cross-validation biases are much smaller than biases of uncorrected RCM rainfalls (Fig 4.2c). Biases of uncorrected RCM rainfalls are larger than ±30% for much of Tasmania, and exceed 150% in some cells. The relatively small cross-validation biases suggest that the quantile mapping is effective outside the training period. Accordingly, the quantile mapping is likely to be reliable for the period 2010-2100. A longer training period (e.g. 30+ years) may have produced even smaller cross-validation biases. We had 47 years of synchronous simulations and observations, which allowed 23 years to train the quantile mapping for the cross-validation tests (assuming an equally long validation period). 23 years may be an insufficiently long period to sample the natural variance in rainfall.
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Fig 4.3 Comparison of SILO mean annual rainfall during the runoff model calibration period (1975-2007) to mean annual rainfall from RCM simulations for the reference period (top row) and end-of-century (bottom row). Left column shows percent difference of SILO (1975-2007) from mean of six RCM simulations. Middle and right columns show range of differences of SILO (1975-2007) from individual RCM simulations at each grid cell. Middle column shows lowest percent differences, right column shows highest differences.

When the quantile mapping is trained on 1962-1984 (Fig 4.2b), cross-validation biases are larger (±10% to ±25%), and occur over larger areas than when the quantile mapping is trained on odd years (Fig 4.2a). This discrepancy in performance is caused by changes in Tasmanian rainfall between 1962-1984 and 1985-2007. The period 1962-1984 experienced higher rainfalls over much of Tasmania than 1985-2007, particularly in eastern Tasmania. RCM simulations are not synchronised with observations, and the change in observed rainfall from 1962-1984 to 1985-2007 is not present in the RCM simulations. When the quantile mapping is trained to match the higher rainfalls of 1962-1984, it consequently overestimates rainfall during the drier period 1985-2007. (The exception to this pattern is over the south-western mountains, which experienced very wet years in 1994 and 1996; here the bias-correction underestimate rainfalls in the validation period.) These long-term changes in Tasmanian rainfall do not have the same effect on the quantile mapping when it is trained on odd years over a period that includes both wet and dry periods, resulting in lower cross-validation biases (Fig 4.2a). This illustrates the importance of sampling long periods to generate temporally stable cumulative frequency distributions for quantile mapping.
Performance of hydrological modelling

Hydrological model performance under a changing climate

Performance of a hydrological model may not remain consistent under a changing climate (Merz et al., 2011). Vaze et al. (2010) found that performance of IHACRES, Sacramento, SIMHYD and SMAR-G declined sharply in periods where mean annual rainfall was more than 15% lower or more than 20% greater than mean annual rainfall in the calibration period. Differences between simulated mean annual rainfall and SILO mean annual rainfall during the calibration period (1975-2007) are between -15% and +20% for most of Tasmania for all six RCM simulations presented here (Fig 4.3), suggesting that the hydrological models should perform adequately during the baseline (1961-1990) and future (2070-2099) periods.

Comparisons of biases of hydrological models

Performance of hydrological models forced with RCM inputs (RCM-runoff) is assessed at 86 streamflow gauges for all data available for 1961-2007. The 86 catchments range in size from 8 km² to >2000 km², and give good coverage of Tasmania (Fig 4.4). Performance is assessed by calculating biases of RCM-runoff against observed streamflows. To isolate the effects of the RCM inputs on hydrological model performance, biases are also calculated for RCM-runoff against streamflows modelled with hydrological models forced by SILO (SILO-runoff).
Biases are calculated as:

\[
\text{bias} = \frac{\sum_{t=1}^{T} Q_m - \sum_{t=1}^{T} Q_o}{\sum_{t=1}^{T} Q_o} \times \%
\]  

(4.1)

where \( Q_m \) is streamflow modelled with RCM-runoff and \( Q_o \) is either observed streamflow or streamflow modelled with SILO-runoff. Fig 6 shows biases of mean annual streamflows, biases of low streamflows (exceedance probability of 95%, \( Q_{95} \)) and biases of high streamflows (exceedance probability of 5%, \( Q_{5} \)) at 86 sites. Biases vary much more between hydrological models than between RCM simulations (Fig 4.5). Low variation between RCM simulations is caused at least in part by the bias-correction of GCM SSTs before downscaling. Low variation between RCM simulations is also consistent with the use of a single RCM for all the simulations. Because the performance of hydrological models tends not to vary greatly between RCM simulations, we focus on describing hydrological model biases for the mean of the six RCM simulations from here on.

Flows modelled with AWBM, SIMHYD and SMAR-G show similar characteristics to observed mean annual and \( Q_{5} \) streamflows for 1961-2007 (Fig 4.5, Table 4.1). AWBM, SIMHYD and SMAR-G replicate observed streamflows well, with biases smaller than ±10% for more than 40% of catchments and biases smaller than ±25% for more than 85% of catchments. SIMHYD has the smallest median biases (median bias for mean annual streamflows = -3.2%) and smallest interquartile ranges of biases of any hydrological model for annual and seasonal streamflows (Table 4.1). AWBM, SIMHYD and SMAR-G show a between RCM simulations, we focus on describing hydrological model biases for the mean of the six RCM simulations from here on.

Flows modelled with AWBM, SIMHYD and SMAR-G show similar characteristics to observed mean annual and \( Q_{5} \) streamflows for 1961-2007 (Fig 4.5, Table 4.1). AWBM, SIMHYD and SMAR-G replicate observed streamflows well, with biases smaller than ±10% for more than 40% of catchments and biases smaller than ±25% for more than 85% of catchments. SIMHYD has the smallest median biases (median bias for mean annual streamflows = -3.2%) and smallest interquartile ranges of biases of any hydrological model for annual and seasonal streamflows (Table 4.1). AWBM, SIMHYD and SMAR-G show a between RCM simulations, and a stronger tendency to underpredict observed \( Q_{5} \) streamflows (underpredicted in >80% of catchments). IHACRES is least like observed streamflows (median bias for mean annual streamflows = -22.3%), and Sacramento biases are second largest after IHACRES. IHACRES shows a very strong tendency to underpredict observed mean and \( Q_{5} \) streamflows (Fig 6), and has the largest median biases and largest interquartile ranges of biases against observed annual and seasonal streamflows (Table 4.1).
Fig 4.5 Non-exceedance probabilities of streamflow biases from the hydrological models forced with the RCM at 86 streamflow gauges for 1961-2007. Left column shows biases calculated against observed streamflows, right column shows biases calculated against streamflows simulated with the hydrological models forced by SILO variables. Biases are shown for mean streamflows (top row), high ($Q_{5}$) streamflows (middle row) and low ($Q_{95}$) streamflows (bottom row). Lines show mean biases from the six RCM simulations, shaded confidence intervals show the range of biases from the six simulations. For left panels positive biases mean that RCM-forced runoff overestimate observations, and for right panels positive biases mean that RCM-forced runoff overestimates SILO-forced runoff.
Table 4.1 Summary of biases of hydrological models forced by CCAM calculated at 86 streamflow gauges from the average of the six RCM simulations.

<table>
<thead>
<tr>
<th></th>
<th>AWBM</th>
<th>IHACRES</th>
<th>Sacramento</th>
<th>SIMHYD</th>
<th>SMAR-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean annual streamflow</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median catchment bias (%)</td>
<td>-5.2</td>
<td>-22.6</td>
<td>-9.1</td>
<td>-3.2</td>
<td>-5.8</td>
</tr>
<tr>
<td>Interquartile range of biases at all catchments (%)</td>
<td>14.9</td>
<td>20.5</td>
<td>16.1</td>
<td>11.6</td>
<td>14.1</td>
</tr>
<tr>
<td>Mean Nov-Apr streamflow</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median catchment bias (%)</td>
<td>-7.8</td>
<td>-15.6</td>
<td>-25.5</td>
<td>-6.7</td>
<td>-12.9</td>
</tr>
<tr>
<td>Interquartile range of biases at all catchments (%)</td>
<td>22.1</td>
<td>25.1</td>
<td>35.1</td>
<td>25.4</td>
<td>23.2</td>
</tr>
<tr>
<td>Mean May-Oct streamflow</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median catchment bias (%)</td>
<td>-3.9</td>
<td>-25.6</td>
<td>-3.9</td>
<td>-2.0</td>
<td>-3.8</td>
</tr>
<tr>
<td>Interquartile range of biases at all catchments (%)</td>
<td>13.9</td>
<td>24.9</td>
<td>15.1</td>
<td>14.5</td>
<td>15.1</td>
</tr>
<tr>
<td>Q95 streamflows</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median catchment bias (%)</td>
<td>5.5</td>
<td>-1.6</td>
<td>-11.2</td>
<td>-35.3</td>
<td>-3.9</td>
</tr>
<tr>
<td>Interquartile range of biases at all catchments (%)</td>
<td>173.3</td>
<td>184.9</td>
<td>448.8</td>
<td>79.7</td>
<td>160.9</td>
</tr>
<tr>
<td>Q5 streamflows</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median bias (%)</td>
<td>-9.8</td>
<td>-23.4</td>
<td>-11.4</td>
<td>-11.5</td>
<td>-8.8</td>
</tr>
<tr>
<td>Interquartile range of biases for all catchments (%)</td>
<td>26.3</td>
<td>26.8</td>
<td>17.8</td>
<td>20.6</td>
<td>23.2</td>
</tr>
</tbody>
</table>
RCM-runoff biases are generally smaller against SILO-runoff than against observations for mean streamflows and $Q_{95}$ streamflows (Fig 4.5). This is expected as biases calculated against observations add errors in the RCM inputs to errors inherent in the hydrological models, while biases calculated against SILO-runoff reflect differences only between the RCM inputs and SILO variables. In general, RCM-runoff tends to underpredict SILO-runoff. The bias-correction aligns frequency distributions of modelled and observed rainfalls, however it does not account for spatial correlations of rainstorms (how daily rainfalls in all grid cells in a catchment behave together) nor for temporal correlations of rainfall (how rainfalls behave in a multi-day rainstorm). The bias-corrected RCM rainfalls tend to overestimate large daily rainstorms over large areas (Bennett et al., 2011). Underestimation of streamflows is therefore most probably caused by inadequate replication of the temporal characteristics of rainstorms by the bias-corrected RCM inputs.

All RCM-runoff simulations tend not to replicate $Q_{95}$ streamflows as well as higher streamflows (Table 4.1, Fig 4.5). Fig 4.5 shows that low streamflows generated from SILO-runoff do not replicate observations well. That is, many of the deficiencies in low streamflows emanate from the hydrological models as calibrated for our study, rather than from the bias-corrected RCM inputs. Nonetheless, the bias-corrected RCM inputs also contribute to poor performance of low flows. Low flow performance could have been improved by changing the tendency to underpredict observed annual streamflows (underpredicted in >60% of objective function used to calibrate the hydrological models or using different hydrological models (Staudinger et al., 2011), however, this may have reduced performance at mean and high flows.
SIMHYD model performance

SIMHYD exhibited the lowest biases of the hydrological models, and accordingly we focus on SIMHYD projections to report changes to future streamflows. We describe several additional performance tests of the SIMHYD model here.

SIMHYD RCM-runoff tends to underestimate the daily variance (measured as the coefficient of variation, CV) of observed streamflows at the 86 gauge sites (Fig 4.6a). However, when daily CV of SIMHYD RCM-runoff is compared to daily CV of SIMHYD SILO-runoff at the same sites, there is strong agreement (Fig. 4.6b). This implies that the tendency of SIMHYD RCM-runoff to underestimate daily CV of observed runoff is not caused by the RCM or the bias-correction, but rather by the SILO dataset or the SIMHYD hydrological models, as calibrated for our study. The bias-corrected RCM inputs reproduce a similar level of variability to that present in SILO rainfalls for the purposes of hydrological modelling.

SIMHYD RCM-runoff matches observed seasonal streamflows reasonably well (Fig 4.7). Seasonal streamflows are particularly closely matched in northern and western catchments, illustrated by the Black River and Rubicon River. In the central, western and southern catchments (Nive, Franklin and Huon Rivers) SIMHYD RCM-runoff tends to underpredict gauged streamflows from September to December. This difference is also present in the SIMHYD SILO-runoff (black line in Fig 4.7), indicating that it is caused by hydrological model calibration or the SILO rainfalls rather than the bias-corrected RCM inputs. SIMHYD RCM-runoff varied much more between RCM simulations in the drier eastern catchments (South Esk, Little Swanport and Clyde rivers) than in the wetter western and southern catchments (Black River, Franklin River and Huon River). This is consistent with the higher variability of rainfall in eastern Tasmania. The summer (DJF) yields of the Clyde River are difficult to replicate as the upper reaches of this catchment are impounded (Lake Crescent/Sorell) and regulated for irrigation.

The effects of the bias-corrected RCM inputs on hydrological performance are more easily seen in streamflow duration curves (Fig 4.8). In general, SIMHYD RCM-runoff replicates observed streamflow durations well in larger and wetter catchments (Black River, Nive River, Franklin River, Huon River and South Esk River). As expected, SIMHYD RCM-runoff does not replicate observed streamflows as well as SIMHYD SILO-runoff. SIMHYD RCM-runoff matches or overpredicts large SIMHYD SILO-runoff daily streamflows. CCAM simulations tend to overpredict large basin-scale daily rainstorms, and this tendency is not ameliorated by the quantile mapping (Bennett et al., 2011) (Appendix A). Consequently, large daily streamflows tend to be overstated. However, overestimation of large daily streamflows is sometimes caused by the hydrological models. SIMHYD RCM-runoff strongly overpredicts large streamflows in the Clyde River and in the Little Swanport River. For both these rivers this is caused by poor replication of gauged streamflows by the SIMHYD SILO-runoff. As with low flows, alternative hydrological models or calibration methods could have improved replication of large daily streamflows in catchments where the hydrological models did not perform well.
Fig 4.7 Comparison of mean monthly modelled and gauged streamflows for 1961-2007. Blue line shows streamflows modelled with SIMHYD forced by the RCM, faint blue lines give range of the six RCM simulations, black line shows SIMHYD forced by SILO and red line shows gauged streamflows.
Fig 4.8 Comparison of streamflow durations for observed and modelled daily streamflows 1961-2007. Blue line shows streamflows modelled with SIMHYD forced by the RCM, faint blue lines give range of the six RCM simulations, black line shows SIMHYD forced by SILO and red line shows gauged streamflows.
Fig 4.9 Change in rainfall and APET from 1961-1990 to 2070-2099. (a) Change in mean annual rainfall. (b) Change in mean daily rainfall intensity for rain days >1 mm. (c) Change in mean annual APET. All plots are calculated from the average of the six RCM simulations. Stippling shows regions where at least five of the six RCM simulations agree on the sign of change.

4.4.3 Projected changes in rainfall and APET

Projected changes in rainfall and APET from 1961-1990 to 2070-2099 calculated from the mean of the six RCM simulations are shown in Fig 4.9. Changes in mean annual rainfall vary spatially. Reductions in mean annual rainfall are projected for the mountainous centre (up to -15%), but marked increases (up to +30%) are projected in the east. The increases in the east tend to occur at lower elevations. An increase in mean annual rainfall is also projected along the south-west coast. The simulations agree strongly on the sign of change in the lower-lying parts of the east coast, and at high elevations in the mountainous centre (Fig 4.9a).

Mean annual APET is projected to increase across Tasmania, with the highest increases in the western mountains (Fig 4.9). Increases in APET are small compared to changes in mean annual rainfall, with mean annual APET increases always less than 7%. All RCM simulations project Tasmania-wide increases in APET by 2070-2099.

Mean daily rainfall intensity is projected to increase over most of Tasmania (Fig 4.9b). The largest proportional increases occur in the east (>15%). RCM simulations show strong agreement on the sign of change in mean daily rainfall intensity for much of Tasmania by 2070-2099 (Fig 4.9b). The general tendency of rain to fall in fewer, more intense events as the climate warms is a robust feature of theory, simulations and observations (Allan and Soden, 2008; Allen and Ingram, 2002; Min et al., 2011; Pall et al., 2007) and is at least partly consistent with an increase in atmospheric moisture (Hegerl et al., 2004; Stephens and Hu, 2010).
Fig 4.10 Change in mean annual runoff from 1961-1990 to 2070-2099 for all RCM simulations and hydrological models. RCM simulations are designated by the GCMs used for downscaling, and are ordered from driest projection (CSIRO-Mk3.5, top) to wettest projection (UKMO-HadCM3, bottom). Hydrological models are ordered from most biased (IHACRES, left) to least biased (SIMHYD, right).
4.4.4 Projected changes in runoff and streamflows

In describing projections we distinguish between ‘runoff’, defined as gridded outputs from the hydrological models, and ‘streamflows’, calculated by aggregating runoff to river catchments.

Variation between hydrological models and RCMs

Projected changes to future runoff vary much more between RCM simulations than between hydrological models. For a given RCM simulation, future changes to mean annual runoff projected with AWBM, Sacramento, SIMHYD and SMAR-G are very similar (Fig 4.10). Using the downscaled GFDL-CM2.1 simulation as an example, AWBM, Sacramento, SIMHYD and SMAR-G agree strongly on the spatial features of runoff change (Fig 4.10). The four hydrological models show drying in central and north-west Tasmania, little change in the south-west, and wetting in the east. AWBM, Sacramento, SIMHYD and SMAR-G are also consistent in seasonal projections and in projections of low and high streamflows (not shown). IHACRES projects more intense and more widespread wetting than other hydrological models for all RCM simulations. In the downscaled GFDL-CM2.1 example, IHACRES projects more intense wetting in the east and stronger wetting in the west and south-west than the other hydrological models. The high sensitivity of IHACRES to changes in inputs renders suspect the projections of Tasmanian runoff from IHACRES with bias-corrected RCM inputs.

Projections from the SIMHYD hydrological model

In many areas, the projected changes to rainfall are amplified in changes to runoff. Where mean annual rainfall in central Tasmania decreases by up to 15% (Fig 4.9a), runoff decreases by more than 30% (Fig 4.11a). In eastern Tasmania, rainfall increases of <20% (Fig 4.9a) are projected to increase runoff by >60% (Fig 4.11a).

Low runoff events generally decrease more than mean runoff, while high runoff events increase similarly to mean runoff. The RCM simulations agree strongly on a decrease in low runoff (represented by runoff with 75% exceedance probability, Q_75) over most of Tasmania (Fig 4.11d). Q_75 runoff decreases more and over a wider area than decreases to mean runoff (Fig 4.11d). Increases in high runoff (represented by runoff with 1% exceedance probability, Q_1) are more widespread and show similar proportional increases to mean runoff (Fig 4.11e). The RCM simulations agree strongly on an increase in Q_1 runoff over the west coast, north and east. Because Q_1 runoff events are larger than mean runoff events, a proportional change in Q_1 runoff equates to a much greater increase in streamflow than the same proportional change to mean runoff.

Changes in seasonal streamflow projected with SIMHYD at the eight study catchments are shown in Fig 4.12. Projected changes to streamflows vary considerably by season. DJF runoff decreases markedly in the west (Fig 4.11b), however these seasonal decreases have little effect on annual streamflows in the Black and Franklin rivers as DJF runoff makes a small contribution to streamflow in these rivers. Similar seasonal changes are also projected in the Huon River in the south-west. The Rubicon River in the central north of Tasmania is projected to experience increases in streamflows in all seasons, particularly JJA (Fig 4.12).
Fig 4.11 Change in runoff simulated by SIMHYD from 1961-1990 to 2070-2099. (a) Change in mean annual runoff. (b) Change in mean DJF runoff. (c) Change in mean JJA runoff. (d) Change in $Q_{75}$ runoff. (e) Change in $Q_1$ runoff. Changes are calculated from the mean of the six RCM simulations. Stippling shows regions where at least five of the six RCM simulations agree on the sign of change.

Projections for rivers in the drier regions, including the north-east (South Esk River), east (Little Swanport River) and centre (Clyde River), are characterised by a high degree of variation between RCM simulations. The South Esk River and Little Swanport River are projected to experience increases in streamflow (Fig 4.12), largely during February to April.

A major feature of these projections is reduced runoff over Tasmania’s central mountains in all seasons (Fig 4.11a-c). This contrasts with projected increases in mean annual runoff in many low-elevation areas in the east and in coastal areas (Fig 4.11). The high-elevation Nive River catchment is projected to experience decreases in streamflow year round, particularly in May and June (Fig 4.12). Catchments in central Tasmania that span both
Fig 4.12 Mean monthly streamflows simulated by SIMHYD for 1961-1990 and 2070-2099. Shaded confidence intervals show range of the six RCM simulations. Numbers in plots give percent change in mean annual streamflow from the average of the six RCM simulations. Numbers in brackets give the range of percent change from the six simulations.
high and low elevations (e.g. Clyde River) show complex responses. The Clyde River is projected to experience year-round streamflow decreases in high elevation areas (not shown), but these decreases are offset by projected increases at lower elevations, particularly during MAM, resulting in increased mean annual streamflow at the catchment outlet. A similar elevation-sensitive streamflow response is observed for the South Esk River in the north-east.

Variance in daily and annual runoff is projected to increase in many areas of Tasmania. Increases in the variance of daily runoff occur in the northern two-thirds of Tasmania (Fig 4.13), and the RCM simulations agree strongly on projected increases in CV of daily runoff over much of Tasmania. The most marked increases in daily variance occur in the lowlands of the central east, which is consistent with an increase in mean daily rainfall intensity (Fig 4.9). Variance in annual runoff increases over most areas, with the most notable increases projected for the north-west and central highlands (4.13).

Overall, the projections suggest that there will be a greater variability of streamflows, with rivers rising to higher peaks and experiencing longer periods of low streamflow.
4.5 Discussion and conclusions

Our study demonstrates that quantile mapping can directly couple RCM outputs to hydrological models to produce realistic streamflows in a majority of catchments. Our method did not perform as well in eastern Tasmanian catchments, which are subject to higher rainfall variability. In these catchments, the poorer performance is explained largely by the bias-corrected RCM rainfalls not being sufficiently similar to observations.

We note that our method of quantile mapping may be more sensitive to changes in training period than comparable methods that fit probability distributions to observations and models before quantile mapping (e.g. Li et al., 2010). Fitting probability distributions has the advantage of smoothing frequency distributions, which may reduce variation in quantile mapping factors with changes in training period. However, Li et al. (2010) found quantile mapping varied noticeably with changes in training period, despite having fitted probability distributions before calculating their bias-corrections. Further, fitting probability distributions adds parameter uncertainties, and using empirical cumulative frequency distributions has the virtue of simplicity. Nonetheless, we reiterate that long training periods are required to generate temporally stable cumulative frequency distributions. We recommend the use of cross-validation testing as a routine measure to demonstrate the stability of quantile mapping.

The IHACRES hydrological model does not replicate observed runoff as realistically as the other hydrological models with bias-corrected RCM inputs. Further, IHACRES gives different projections of change. Viney et al. (2009a) found that IHACRES was the best performing model when calibrated, but performed worst under spatial cross-validation tests. They attributed this drop in performance to the IHACRES parameter that scales rainfall. In contrast, Vaze et al. (2010) found that IHACRES was not particularly sensitive to changes in inputs when calibrated to a range of wet and dry conditions for catchments on continental Australia. We conclude that for studies using bias-corrected RCM variables as direct inputs to hydrological models for impact studies, it is important to test a hydrological model for sensitivity to changes in inputs as a precursor to generating stable, plausible runoff projections, even if the model has been shown to be effective for climate studies elsewhere.

Projected changes in Tasmanian runoff vary far more between RCM simulations than between hydrological models. This finding is accentuated if we exclude the poorly performing IHACRES model from the projections. For our study, therefore, it is more important to consider the range of RCM simulations than the range of hydrological models to adequately describe uncertainty in projections of surface water availability. This finding supports several other studies that have shown climate models to be a more significant source of uncertainty than hydrological models for surface water projections (Prudhomme and Davies, 2009; Teng et al., 2012; Wilby and Harris, 2006).

Our fine-scale simulations project changes to Tasmanian runoff by 2100 to vary considerably by region, in contrast to near-uniform spatial changes projected by GCMs (Christensen et al., 2007). Of note are the year-round decreases in runoff projected for the central mountains, as Tasmania relies on streamflows from this
region to generate hydro-electric power and to supply irrigators. The projected decrease in runoff over the central mountains of Tasmania reported here has seasonal dependence. For winter in the future, the air is warmer and moister as it approaches the west coast of Tasmania. This causes an increase in rainfall along the west coast, which leads to increased upward motion along the western slopes of the mountains. After reaching the highest elevations, the air descends, and at a greater rate in the future as a response to the increased upward motion further west. This tendency for subsidence causes a slight decrease in rainfall in the central plateau region. In the other seasons, the decreased westerly airflow projected in the future results in weaker upward motion, and rainfall, along the western slopes. This decrease in rainfall extends to the central mountains. In addition, with decreased clouds and warmer temperatures, the surface dries out relative to the current climate (see APET changes). As a result, less moisture is available locally for evaporation. Thus for all seasons, runoff is projected to decrease in the central mountains relative to the lower-lying areas. Reduced streamflows from Tasmania’s central mountains will reduce Tasmania’s hydro-electric power generation capacity (Bennett et al., 2010).

The projected increases in runoff in eastern Tasmania reported here contrast with Post et al. (2012), whose median future scenario showed either no change or decreases in runoff in eastern Tasmania by 2030. This difference in sign may be attributed to the increased resolution of land-ocean boundaries in CCAM in comparison to the GCM projections used by Post et al. (2012). The increases in eastern rainfall projected by CCAM result from a tendency for increased atmospheric blocking, southward extension of the East Australian Current, and the formation of a small but significant mean sea level pressure anomaly in the Tasman Sea that enhances the onshore winds in this region (Grose et al., 2010). The pattern in the GCMs is similar but displaced further offshore to the south and east due to the coarser grid size of GCMs (Grose et al., 2011). Notwithstanding increased variability of streamflows (discussed below), increased surface water availability in Tasmania’s east may present opportunities for future agricultural production.

Changes in seasonal runoff are an important feature of these projections. The projected decreases in DJF runoff over western Tasmania are caused by a reduction in the mean westerly circulation (Grose et al., 2010), associated with an expansion of the Hadley cell and a poleward movement of the mid-latitude storm tracks (Yin, 2005), including a poleward movement and strengthening of the subtropical ridge of high pressure and an increase in the high phase of the southern annular mode (Kushner et al., 2001). Even though reduced DJF streamflows in the west have little impact on annual streamflow volumes, these changes are likely to have deleterious effects on endemic freshwater fish (Morrongiello et al., 2011).

Increased runoff variability could have as great an impact on Tasmanian water management practices as changes to seasonal runoff. Projected increases to inter-annual variability in streams fed by the central highlands and western mountains could mean that the large hydropower and irrigation storages situated in these areas may not be able to buffer periods of low inflows as effectively in future as they have in the past. Projected increases in runoff occur largely in the east in lowland areas, where water is presently stored mostly in small farm dams. Small dams may be less able to buffer the projected increases in annual variability, even if there is more water
available on average. In short, the projected increases in runoff may not easily be captured by current infrastructure.

The implications for Tasmanian surface water availability and storage illustrate the virtue of using an ensemble of high-resolution RCM projections as direct inputs to hydrological models to understand the nature of future surface water changes in a warmer world. These implications cannot easily be addressed through the more common approach of perturbing historical climate data that assumes that rainfall variability is unchanged in the future. A large amount of effort has been expended in Australia in recent years building complex series of hydrological models to assess climate change impacts from pattern scaling of GCMs (Charles et al., 2010; Chiew et al., 2009; Petheram et al., 2009). Our study has shown that there is the potential to update these studies using high-resolution RCM simulations when these become available for other regions of Australia.
5 Impacts on Tasmanian hydro-power operation, irrigation storages and water allocations under future climate

This chapter describes some of the impacts that the projected changes in runoff have on the availability of water for irrigation and hydropower generation. Modelling of the hydro-electric system was carried out by Hydro Tasmania, with inputs prepared by the primary author of this thesis. In addition, Hydro Tasmania produced and supplied Fig 5.4. All other modelling and analyses presented in this chapter were carried out by the primary author of this thesis.

River models used in this chapter were originally developed for the Tasmania Sustainable Yields (TasSY) project. The primary author of this thesis contributed substantially to the development of the TasSY river models, by collecting data, developing algorithms and writing computer code.

Edited portions of this chapter have appeared in:


Changes in inflows to selected irrigation and hydropower storages have been published in:


5.1 Introduction

In this chapter we explore the implications of future changes in runoff for two economically important water uses in Tasmania: hydro-electric power generation and irrigation for agriculture. Tasmanian irrigated agricultural production generated more than $AUD 600 million in 2010-2011, which was more than half the value of all agricultural production in Tasmania for that year (Australian Bureau of Statistics, 2012). On average, water resources in Tasmania are not heavily utilised for irrigation. Irrigation consumes less than 10% of water by volume in 57 of the 62 agricultural catchments, and irrigation uses less than 20% of streamflow in every Tasmanian catchment (Ling et al., 2009a, 2009b, 2009c, 2009d, 2009e). We note, however, that in some
Tasmanian catchments higher proportions of streamflow may be exploited during periods of prolonged drought. The Tasmanian government plans to substantially increase the economic value of Tasmanian irrigated agriculture through development of new irrigation infrastructure, including large irrigation storages and water distribution networks (see http://www.tasmanianirrigation.com.au/ for details).

Tasmania’s hydro-electric system covers a large proportion of the western and central areas of Tasmania (Fig 5.1). It supplies more than 60% of Tasmania’s electricity, and exports hydro-electricity to continental Australia by the undersea Basslink cable. The system stores significant quantities of water in reservoirs and diverts the courses of several rivers, including transferring water between catchments. The system includes Australia’s largest and sixth largest lakes: Lake Gordon/Pedder (11,000 GL) and Great Lake (3,060 GL). River flows downstream of power stations can be radically altered from their natural state, particularly in systems that feature interbasin water transfers or have large storages. Diversions are frequently important to downstream water users: for example, the significant proportion of the Derwent River catchment that supplies Great Lake is now diverted north into the South Esk River basin, where irrigators have come to rely on the regular supply of diverted water.
Hydro-power and irrigation infrastructure is costly to build, and this cost is typically recouped over several decades. This makes the economic viability of this infrastructure particularly vulnerable to long-term changes in inflows. Modelling such systems under future climate can be difficult, as simulating the operation of these systems requires that 1) the systems are operated according to a predictable set of rules, and 2) that these operating rules are distilled into algorithms. Fortunately, Tasmania has existing, sophisticated models that describe the operation of both the hydro-power system and irrigated agriculture, developed by Hydro Tasmania (http://www.hydro.com.au/) and the Tasmania Sustainable Yields Project (TasSY - http://www.csiro.au/partnerships/TasSY), respectively. These models are described in detail below.

We show in Chapter 4 that the Simhyd rainfall-runoff model forced with CCAM produces realistic streamflows in Tasmania, including realistic seasonal variation in streamflows. This allows us to use projected streamflows as direct inputs to hydro-electric and water accounting models to give detailed assessments of the impacts of climate change on hydro-electric power generation and irrigation.

5.2 Simulating Tasmania’s hydro-electric system

Tasmanian hydro-electric power stations are operated according to inflows to the system, to electricity demand, to market drivers, to National Electricity Market (NEM) requirements, to maintenance schedules and to operational and environmental constraints. These complex elements are all accounted for by Hydro Tasmania’s Tasmanian electricity market simulation model, Temsim. Temsim is a proprietary model owned and operated by Hydro Tasmania and full operating rules are not able to be published for commercial reasons. In summary, Temsim optimises system operation to meet demand for electricity and to maximise financial return by trading in the NEM. Temsim includes environmental and other operating constraints. The catchments and storages that are used for Tasmanian hydro-electricity generation are operated as a total system rather than as individual catchments.

In its standard configuration, Temsim uses historical inflows and models the Hydro Tasmania system 20 years into the future. The historical inflows are calculated from power station outflows, storage levels and extrapolations from streamflow gauges. As these inflow time series require direct measurement of lake levels and power station outflows, they cannot be estimated for future climates. We generate inflows time series for Temsim solely from the Simhyd rainfall-runoff model. The use of inflows generated from Simhyd (rather than from historical records) produced realistic system inflows (Appendix B).

In addition, Hydro Tasmania adapted Temsim to be run for 140 years (1961-2100). Simulating the operation of the hydro-electric system for 140 years implies the ability to project electricity prices and demand for the coming 90 years. Hydro Tasmania applied the electricity demand and prices used for Temsim’s standard 20-year configuration to the whole 140-year projection. This may underestimate future demand for electricity: Tasmania’s population and standards of living may continue to rise, with concomitant increases in demand for electricity. Conversely, changes in consumer demand (e.g., driven by the carbon tax implemented in Australia)
Table 5.1 Large hydropower water storages described in this study

<table>
<thead>
<tr>
<th>Storage Name</th>
<th>Capacity (GL)</th>
<th>Power generation scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake Gordon/Pedder</td>
<td>11,000</td>
<td>Lake Gordon/Pedder</td>
</tr>
<tr>
<td>Great Lake</td>
<td>3,000</td>
<td>Great Lake-Trevallyn</td>
</tr>
<tr>
<td>Lake Burbury</td>
<td>1,000</td>
<td>King River</td>
</tr>
<tr>
<td>Lake King William</td>
<td>500</td>
<td>Derwent River</td>
</tr>
</tbody>
</table>

or improvements in energy efficiency may reduce future electricity demand, even as the population continues to grow. In the absence of better information, the assumption of ‘business-as-usual’ electricity demand serves to illustrate the impacts of changes to inflows on the hydro-electric system as it is currently operated. We note that inflows are the dominant driver of hydropower operation, as these tend to show greater year-to-year and seasonal variance than electricity demand.

Within the larger hydro-electric system we describe changes to two types of hydro-electric scheme: large storage schemes and run-of-river schemes. Large storage schemes have very large storages in relation to their inflows, meaning they are able to buffer seasonal and annual variability in inflows. The amount and timing of power generated from these schemes are functions of long-term (e.g. 10-year) inflows, demand for power and system requirements (such as regulating lake levels). We describe impacts on the large storages listed in Table 5.1. Run-of-river schemes have small storage capacity in relation to inflows. Accordingly, run-of-river schemes are operated largely according to seasonal variation in inflows in order to maximize power generation. If run-of-river power stations are not operated during periods of inflow, valuable power-generating potential is lost as water flows over dam walls (or, more precisely, spillways), known as ‘spill’. If run-of-river power stations are operating at their full capacity and inflows nonetheless exceed the water storage capacity, spill is unavoidable. Run-of-river systems are operated to minimise spill. We describe changes to run-of-river power stations in the Pieman, Mersey-Forth, Great-Lake-Trevallyn and lower Derwent schemes (Table 5.2).

5.3 Simulating river flows and water allocations

We use water accounting models to simulate flows in 78 Tasmanian rivers, covering the majority of Tasmania’s land surface (Fig 5.2). While we describe overall changes to the 78 rivers, we focus on describing impacts on water allocations for the Rubicon, South Esk, and Little Swanport Rivers (Table 5.3). These rivers are important agricultural catchments in Tasmania, span a range of hydrological and climatological conditions, and have already been introduced in Chapter 4. Further description of the remaining 74 catchments is given by Bennett et al. (2010).
Sixty-two of the 78 river models (tan colour in Fig 5.2) were developed for the CSIRO Tasmania Sustainable Yields (TasSY) study. An additional sixteen catchments were added for this study (green coloured catchments in Fig 5.2). These 16 catchments are free-flowing rivers in remote areas that have negligible water extractions for human use and thus do not require complex water accounting rules. Accordingly, for these catchments river flow is equal to the aggregated runoff within the catchment area. The 62 TasSY river models were created by Ling et al. (2009a, 2009b, 2009c, 2009d, 2009e). The river models aggregate runoff from the Simhyd runoff simulations (Chapter 4) to subareas and account for infrastructure (diversions and dams), water demands and water management rules current at 31 December 2007. Subareas vary in size, but are usually in the range of 25-50 km². Subareas are delineated according to points of interest to DPIPWE water managers. Each subarea is a calculation point, accounting for subarea runoff, any inflow from upstream, and any extractions, diversions and storages. The resulting outflow from a subarea is passed to downstream subareas along drainage lines.

Water extractions for agriculture and other uses are not consistently monitored in Tasmania. Water use in the TasSY models was estimated from DPIPWE water licensing information held on its Water Information Management System (WIMS) database. When water is allocated in Tasmania, both the volume of the allocation and the months during which this water may be extracted are specified. The actual rates of extractions vary, and are not monitored. The TasSY models assume that water allocation holders attempt to extract water at a single, average rate over those months when they are entitled to extract their allocation. This may be a crude simplification of how these systems are operated. Farm dams smaller than 1 ML do not need to be licensed in Tasmania. Estimates of the number of unlicensed small farm dams were made for the TasSY models using aerial photographs and Google Earth images. For calculation purposes, all unlicenced extractions are summed for each subarea, and the river models treat them as a single extraction from each subarea. Unlicensed water extractions are included in water extraction estimates for each sub-area, as described by Ling et al. (2009a, 2009b, 2009c, 2009d, 2009e). Infrastructure, water demands and water management rules vary from catchment to catchment. Details of each of the 62 TasSY river models are given by Ling et al. (2009a, 2009b, 2009c, 2009d, 2009e).

---

Table 5.2 Run-of-river power stations described in this study

<table>
<thead>
<tr>
<th>Storage Name</th>
<th>Capacity (GL)</th>
<th>Power generation scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake Cethana</td>
<td>50</td>
<td>Mersey &amp; Forth Rivers</td>
</tr>
<tr>
<td>Lake Pieman</td>
<td>300</td>
<td>Pieman River</td>
</tr>
<tr>
<td>Lake Trevallyn</td>
<td>12</td>
<td>Great Lake-Trevallyn</td>
</tr>
<tr>
<td>Meadowbank Lank</td>
<td>60</td>
<td>Derwent River</td>
</tr>
</tbody>
</table>

---
Tasmanian water allocations are assigned a ‘surety’, which corresponds to the priority each allocation is accorded when demand for water is greater than supply. The TasSY models account for all water allocations and the priority they are accorded. To assess impacts on irrigators, we describe impacts on ‘Surety 5’ water allocations. Surety 5 is ascribed to water allocations for irrigation. It is accorded a lower priority than water allocated for domestic consumption. Surety 5 water is expected to be available at about 80 percent reliability. We describe changes in water allocations by calculating reliability of supply, as follows:

\[
Reliability = \left(1 - \frac{Q_{\text{Allocated}} - Q_{\text{Supplied}}}{Q_{\text{Allocated}}} \right) \times 100\% \tag{5.1}
\]

where \(Q_{\text{Allocated}}\) is the total volume of water allocated for a given period, and \(Q_{\text{Supplied}}\) is the total volume of water supplied over the same period. The TasSY models are configured so \(Q_{\text{Supplied}}\) can never exceed \(Q_{\text{Allocated}}\). This measure of reliability may be occasionally misleading, as a single dry year can dramatically decrease reliability,
Table 5.3 River summary characteristics (after Ling et al., 2009a, 2009b; Ling et al., 2009d)

<table>
<thead>
<tr>
<th>River</th>
<th>Catchment area (km²)</th>
<th>Rainfall (mm/yr)</th>
<th>Streamflow (GL/yr)</th>
<th>Extractions (GL/yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Little Swanport</td>
<td>875</td>
<td>640</td>
<td>127</td>
<td>3.1</td>
</tr>
<tr>
<td>Rubicon River</td>
<td>641</td>
<td>932</td>
<td>167</td>
<td>11.4</td>
</tr>
<tr>
<td>South Esk</td>
<td>3351</td>
<td>805</td>
<td>842</td>
<td>37.9</td>
</tr>
</tbody>
</table>

even if allocations are supplied in all other years. However, we calculate reliability over 30-year periods, reducing the impact of a single dry year on results. Further, acute droughts can have severe impacts on irrigators, particularly in regions where supply is generally reliable, and our calculation of reliability reflects these impacts.

5.3.1 **Major irrigation storages**

We describe changes to four major irrigation and water supply storages (Table 5.4). Changes to a further 10 storages are described by Bennett et al. (2010). Storages are modelled according to operating rules current at 31 December 2007. To be able to compare historical to future river flows, these operating rules were applied for the entire 140-year simulation (1961-2100). For example, construction of the Meander Dam was completed only in 2007, but the river models assume it has been in place since 1961. We calculate reliability of supply from these storages for water allocations of all sureties, following equation 5.1.

5.4 **Impacts of changes to future runoff on the hydro-electric system**

Historical and future inflows to Tasmania’s hydro-electric system are shown in Fig 5.3. There has been an ongoing decline in observed inflows through the 20th century. Historical inflows are extrapolated from rainfall, streamflow and storage level observations. The observation network from which historical inflows is derived is not static (when more observations are available, they are used). Observations are particularly few before the 1950s (particularly in western Tasmania), and this introduces large uncertainties to the historical inflows for this period. Nonetheless, the clear decline in inflows from the 1960s can be considered a robust trend. Projections indicate that inflows will continue to decline through the 21st century, from ~47 GL/d (1961-1990) to ~43.3 GL/d (2070-2099), a decline of ~8%. Much of this decline occurs in the central highlands. The result is a decline in power generating capacity from an average of 9415 GWh/yr for 1961-1990 to 8857 GWh/yr for 2070-2099 (averaged across RCM simulations), a decline of ~6% (Fig 5.4). We note that the simulation that shows the driest future for much of the 21st century – MIROC3.2(medres) – is least adept of the six GCMs at simulating
Table 5.4 Irrigation storages described in this study

<table>
<thead>
<tr>
<th>Storage Name</th>
<th>Capacity (GL)</th>
<th>Catchment</th>
<th>Operation described by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lake Crescent/Sorell</td>
<td>80</td>
<td>Clyde</td>
<td>Ling et al (2009e)</td>
</tr>
<tr>
<td>Lake Leake</td>
<td>19</td>
<td>Macquarie</td>
<td>Ling et al (2009d)</td>
</tr>
<tr>
<td>Meander Dam</td>
<td>40</td>
<td>Meander</td>
<td>Ling et al (2009d)</td>
</tr>
<tr>
<td>Tooms Lake</td>
<td>21</td>
<td>Macquarie</td>
<td>Ling et al (2009d)</td>
</tr>
</tbody>
</table>

Persistence characteristics in SSTs (Johnson et al., 2011), as we note in Chapter 2 (though we also note that this GCM simulates ENSO reasonably well as shown by van Oldenborgh et al., 2005). SST persistence characteristics may be important drivers of extended series of dry or wet years, and MIROC3.2(medres) may be the least reliable simulation of these characteristics.

Reduced inflows result in progressive declines in mean lake levels for large lakes in the hydro-electric system, including the two largest lakes, Lake Gordon and Great Lake (Fig 5.5). Inflows to Lake Gordon are not projected to change greatly, however the level in Lake Gordon declines as more water is used from this lake to compensate for reduced inflow to Great Lake and other power schemes. Lake Burbury, the third largest lake in the system, is fed by runoff from the King River on the western edge of the mountains. Rainfall in this already wet region is projected to increase through increased rainfall efficiency at lower altitudes in winter (discussed in Section 4.5), resulting in increases in mean lake levels by 2100. Temsim keeps Lake Burbury at high levels to increase power generating efficiency through higher hydrostatic head, as this power station is more efficient when operated in this way. The efficiency of the Lake Gordon power station is less influenced by changes in hydrostatic head.

We note that the elevations that may be subject to increases in rainfall efficiency are somewhat uncertain, particularly in a region of steep topographic variation. A small change in the elevation experiencing increases in rainfall efficiency could have large implications for the hydro-electric system: if rainfall increases are limited to the coastal lowlands, then inflows to Lake Burbury could decrease; conversely, if rainfall increases extend further inland (and up slope), inflows to Lake Gordon may increase. We discuss assessment of uncertainties further in Chapter 6.
Fig 5.3 Observed and projected inflows to Hydro Tasmania catchments from 1930-2100. Curves are smoothed with an 11-year moving average. Black line shows synthesised inflow record provided by Hydro Tasmania, calculated from lake levels, power stations outflows and from regression relationships with streamflow and rainfall records. Lighter blue lines show range of RCM projections, dark blue line shows RCM mean. Dashed lines show linear trends of observed and simulated inflows.

Run-of-river power stations are affected by changes to variability of inflows as well as the quantity of inflows. Effects on run-of-river power stations are summarised in Fig 5.6 by the ratio of spill (water flowing over the dam wall) to power station discharge (water used for power generation). Fig 5.6 shows that spill:discharge ratios remain similar or increase by 2100. This is notable, as all the run-of-river storages shown are projected to experience decreased inflows. If there are no changes in inflow variability, we expect decreases in inflows either to have no effect on or to decrease spill:discharge ratios. This is because the ability for small storages to buffer variability in inflows improves as the ratio of storage capacity to inflows increases. What we see, however, is that the increases in high runoff events and interannual variability reported in Chapter 4 result in more spill being generated relative to power station discharge, even as inflows decrease. This is caused by the increases in runoff intensity in future climates reported in Chapter 4.
5.5 Changes to flows in all river models

During the 21st century, there is a progressive rise in the number of rivers showing increased flows. This is largely an artifact of the large proportion of rivers modelled that are situated in eastern Tasmania. For the average of the RCM simulations, 64% of the 78 modelled catchments show a clear increase in streamflows by 2070-2099 (Fig 5.7a). These closely follow changes to runoff described in Chapter 4, as water extractions are typically small in relation to river flows in Tasmania. There are marked changes projected in annual flows for a number of rivers by 2070-2099. For the average of the RCM simulations, absolute changes to annual flows of more than 10% are projected for 32 of 78 catchments (40% of catchments) (Fig 5.7b). The changes from all RCM simulations range from 59 rivers changing by more than ±10% to 24 rivers change by more than ±10% (Fig 5.7b). Changes to flows for each catchment are given by Bennett et al. (2010).
5.6 Changes to the reliability of catchment water allocations

The mean reliability of surety 5 water allocations is projected to change little over the 21st century for the three catchments shown in Fig 5.9. Flows in the South Esk River are projected Little Swanport Rivers are projected to increase on average, and for these catchments interannual and daily variability of flows either does not change or decreases. Accordingly we expect reliability of water allocations to increase in these catchments. Fig 5.9 shows that there are essentially no changes in the reliability of Surety 5 allocations in either the Rubicon or Little Swanport catchments. This occurs because increases in streamflows are projected for months that have little impact on Surety 5 allocations in each catchment (not shown): in the Little Swanport catchment, no Surety 5
Fig 5.6 Changes in the ratio of spill to power station discharge for four run-of-river hydropower storages. Spill to discharge ratios are calculated by $Ratio = \frac{\sum Spill}{\sum Discharge}$ for 30-year periods, and anomalies are calculated by subtracting spill:discharge ratio for 1970-2000. Dark blue line shows the mean of the six RCM simulations; confidence bands show range of RCMs. Numbers in brackets are spill:discharge ratios for 1970-2000.

allocations exist for Jan-Mar, the period when flows are projected to increase most; projected flow increases in the Rubicon occur largely during the Austral winter of June-August, a period when existing Surety 5 allocations are already more than 90% reliable, leaving little scope to improve reliability in these months, and therefore overall reliability. The small changes to water allocation reliabilities serve to underscore the importance of prudent water management in Tasmanian catchments. Water management decisions such as when to grant water allocations are likely to have a far greater impact on flows than streamflow changes caused by climate change.
5.7 Changes to inflows and reliabilities of large irrigation storages

Many catchments show changes at the subcatchment level in a future climate. These changes of river flow can affect water storage within a catchment depending on where subcatchment runoff changes occur. For example, the mean change in flow at the Clyde River catchment outlet is a projected increase of 13% by 2070-2099 (Fig 4.12). However, these increases are driven by increased runoff in the lower part of the catchment while annual inflows to Lake Crescent/Sorell at the head of the Clyde catchment – fed by runoff from the central highlands – decrease by 20% by 2070-2099 (Fig 5.11).

Four RCM simulations show that Lake Crescent/Sorell will be able to meet water demand less regularly, with the extreme case (MIROC3.2(medres)) showing a reduction in reliability of more than 60%. However, there is a wide range in the projections of reliability, with two RCM simulations showing little or no change. As we noted for the hydropower simulations, MIROC3.2(medres) may not simulate SST persistence in future as reliably as the other RCMs, and so should be treated with caution. Lake Crescent/Sorell (the two lakes form one water body) is operated as the major irrigation storage for the Clyde River, and offers an important buffer for farmers during drier years. Our projections suggest that it is likely to be less capable of fulfilling this function as reliably into the future.

Like the Clyde catchment, flows at the outlet of the Meander River decrease only slightly (-1.8% by 2070-2099), but inflows to Meander Dam (located at the head of the catchment) decrease by 12.6% (Fig 5.11a). The decrease in Meander Dam inflows has little effect on the reliability of supply, as demand from the Meander Dam is
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Fig 5.8 Number of catchments showing a given percent change in flows (expressed as non-exceedance probabilities) for all RCM simulations for (a) the near future (2010-2039), (b) the medium-term future (2040-2069) and (c) end-of-century (2070-2099). Grey dashed lines show no change.

substantially less than what is usually available, and this is also true in future despite decreased inflows. We note, however, that demand on Meander Dam has increased since this modelling was completed, and may increase more in future, leading to reduced reliability of supply.

Inflows to irrigation storages further to the east generally increase. Lake Leake and Tooms Lake show marked increases in inflows (Fig 5.10b,d), and this is true of other storages in the eastern catchments (Bennett et al., 2010). This improves the reliability of supply of the eastern storages, despite projected increases in the variance of interannual runoff in the east (Fig 4.13): Tooms Lake shows a slight increase in mean reliability by 2100, while Lake Leake maintains near 100% reliability for most projections. The small impact of increases in runoff variability on Tooms Lake and Lake Leake can be partly explained by the historical variability of runoff in the east of Tasmania, which has meant that these major storages have been sized to buffer this historical variability.

5.8 Discussion and conclusions

We have explored the impacts of climate change on the operation of Tasmania’s hydro-electric system and irrigation storages and water allocations. Because the runoff simulations produced in this project realistically simulate the characteristics of historical runoff, we are able to use these outputs directly in hydro-electric system models and irrigation system models. This allows us to directly assess the impacts of projected spatial and seasonal changes in runoff, as well as changes in runoff intensity and variability.

Major irrigation storages fed by runoff from the central highlands are projected to experience decreases in runoff. The impacts this decline in runoff has on storages are conditioned by how the storages are managed. Lake Crescent/Sorell has a large demand on its water reserves relative to inflows. The ability of water reserves in
Fig 5.9 Reliabilities of surety 5 water allocations for three catchments. Reliability is defined as ratio of water supplied to water demand for a moving 30-year period. Red line shows the mean of six RCM simulations; confidence bands show range of RCMs. Numbers in brackets are mean Surety 5 water allocation reliabilities for 1961-1990.

Lake Crescent/Sorell to meet historical demand declines markedly under dry future climate scenarios. Conversely, Meander Dam is able to supply demand even under dry future climate scenarios, as historical demand on this storage is low compared to inflows. Water management also conditions the impacts of projected increases in streamflows on the reliability of water allocations in irrigation catchments. Increased streamflows do not necessarily improve the reliability of irrigation water allocations under current allocation rules, as seen in the Little Swanport and Rubicon catchments and Tooms Lake.

Actual reliabilities of Surety 5 water allocations may be greater than described in this study, because the TasSY models assume that water allocations are extracted at a constant daily rate. When streamflows fall below certain thresholds (defined differently for each catchment), water allocations cannot be extracted. Water allocation holders may, in reality, extract large quantities of water at times of high streamflow and store this water for use during times of lower streamflow when cease-to-take restrictions apply. Developing more sophisticated demand
Fig 5.10 (a)-(d) Change in inflows to four large irrigation storages. Changes plotted are anomaly (%) of 30-year moving average inflows from average inflow during 1961-1990.

Modelling (e.g. based on soil moisture accounting or on-farm water storage size) was outside the scope of this thesis. We have assumed that because operating rules are applied consistently in historical and future periods, the TasSY models will give a consistent account of climate change impacts on irrigation reliabilities. If more data on current rates of extraction of water allocations becomes available, future extractions may be modelled more accurately.

Impacts on the Tasmanian hydro-electric system are less equivocal, and indicate that generating capacity will decline. This is largely from declines in inflows, particularly over the central highlands, but also from increases in runoff variability, which results in more spill in relation to inflows in run-of-river hydropower schemes. This results in lower water volumes in large hydropower storages, on average. Several of these storages are important habitats for native fauna, particularly endemic fish, and minimising any deleterious impact on endemic species may require additional management (see review by Morrongiello et al., 2011).

Declines in generating capacity are not simply because of the overall reduction in inflows, but also because of the spatial distribution of changes to inflows and increased variability in inflows. Declines to inflows to Great Lake have a serious impact on power generation, because these catchments feed Poatina power station - a high-capacity (300 MW), large hydrostatic-head (900 m) power station. Because of the large hydrostatic head, this
Fig 5.11 Reliabilities of supply for four example large-irrigation storages. Reliability is defined as ratio of water supplied to water demanded for a moving 30-year period. Plots on left give change for each RCM simulation, plots on right show changes to RCM mean and range.
power station produces a very large amount of power per unit volume of water, meaning that small declines in water volumes lead to large declines in power generation. This reduction affects the remainder of the Hydro Tasmania system, for example by reducing storage levels in Lake Gordon, which is used to compensate for the reduced Great Lake generation, even though there are only small reductions in annual inflows to Lake Gordon.

The decreases in power generating capacity (~6%) are slightly less than decreases in inflows (~8%) where we would expect the reverse, given the importance of hydropower storages that suffer decreases in inflow. This indicates that the hydro-power system is able to offset losses in power stations fed by the central highlands.

We have not examined the effect of long-term persistence characteristics of precipitation – for example the tendency of dry years to occur simultaneously – and any influence this has on hydropower storages. Such long dry or wet spells can have a strong influence on hydrological changes (Johnson and Sharma, 2011), and could dramatically affect the ability large storages to buffer inflows: for example, the long dry period extending from 1996-2008 resulted in record low lake levels in the Great Lake and Tasmania became a net importer of electricity for the latter part of this period. We selected our GCMs partly on their strong ability to simulate ENSO, and a subsequent study has found that five of the six GCMs we chose reproduced SST persistence characteristics very well in relation to other GCMs at a range of time scales (Johnson et al., 2011) (see Chapter 2). Further, there is generally a strong relationship between a GCM’s ability to represent SST persistence characteristics and its ability to represent precipitation persistence (Johnson et al., 2011), but this has not been explicitly tested for CCAM. We caution that the representation of precipitation persistence characteristics is a potential weakness of our study, and our findings should be interpreted in this light.

We note that impacts on the hydro-electric system are more readily apparent than on irrigated agriculture partly because operation of the hydro-electric system is heavily optimised in order to be as profitable as possible. Irrigation storages are often operated to maintain high storage levels in order to buffer unforeseen dry periods that may occur in future: for example, water allocations from storages are often restricted in certain months. This conservative operation means irrigation storages are able to buffer future increases in variability in inflows better than hydro-electric storages. Nonetheless, the overall impact projected for Tasmanian hydro-electric power generation (a reduction of 6% in generating capacity) appears to be moderate in comparison to other regions. This is particularly true of regions where projected changes in seasonal snow-melt can have a large effect, for example a 36% decline in power generating capacity reported for Switzerland (Schaeffli et al., 2007) or a >20% decline projected for the American Pacific North-West by a majority of climate models evaluated by Markoff and Cullen (2008).

We have represented uncertainty in projections of hydropower generation and irrigation reliabilities with ranges of RCM simulations. More rigorous treatment of uncertainties have been proposed that attempt to account for uncertainties in different tiers of impact and climate models (e.g. Schaeffli et al., 2007). We have shown in Chapter 4 that uncertainties in the RCM simulations largely subsume uncertainties from a range of hydrological models. Further, both Temsim and the TasSY river models generate essentially linear responses to inputs; that is,
they do not respond chaotically to changes in inputs or initial conditions as climate models do, and accordingly these models are unlikely to be a significant source of uncertainty in their present configurations (Teng et al., 2012). As we have already remarked, however, the management and operation of these systems plays a crucial part in any impacts that changes in inflow may have. We have chosen to apply a fixed set of operating rules based on historical habit to these systems. This assumption is almost certain to lapse, even in the near future, and therefore our range of uncertainty is likely to underestimate – quite possibly grossly underestimate – the uncertainty in future impacts on hydropower and irrigation systems in Tasmania. A more comprehensive treatment of uncertainties – for example by including a range of possible adaptive management strategies – is outside the scope of this thesis. We offer possible strategies to improve uncertainty estimates in the final chapter of this thesis.

In this chapter we have used the CCAM-Simhyd hydroclimate projections described in Chapter 4 as direct inputs into hydropower and irrigation system models. This allows the combined effects of projected changes in the spatial distribution of runoff, in the seasonal distribution of runoff, in the variance of runoff and in the intensity of runoff to be accounted by the impact models, and as a result gives water managers the most plausible and coherent future impact scenarios possible.
6 Summary and conclusions

The main scientific outcomes of the work presented in this thesis are:

- Assessment of the value added to GCM simulations by a recent generation regional climate model for producing high-resolution projections for Tasmania (Chapter 2).
- Development and testing of a bias-correction method to enable regional climate model outputs to be used as direct inputs to conceptual rainfall-runoff models (Chapter 3 and Appendix A). We show that the bias-correction is effective in correcting the full statistical distribution of RCM rainfall outputs, while biases in spatial and temporal characteristics of rainfalls are not corrected.
- The first high-resolution (5 km) projections of runoff for Tasmania to 2100, from an ensemble of regional climate simulations and rainfall-runoff models (Chapter 4).
- Further evidence that the chaotic fluctuations of climate simulations are a far greater source of uncertainty in hydroclimate projections than differences in hydrological models.
- Assessment of changes to spatial distributions and variability of runoff over Tasmania by 2100 (Chapter 4). These changes include marked decreases (up to 30%) in runoff over the central highlands in all seasons; increases in runoff in the eastern lowlands; decreases in summer runoff and increases in winter runoff over western Tasmania; increases in runoff intensity over most of Tasmania; increases in daily and annual runoff variability over most of Tasmania.
- Assessment of impacts of future changes to runoff on hydropower generation and irrigation water allocations in Tasmania (Chapter 4 and Appendix B). We report a decrease in overall hydropower generating capacity of 6%, mainly caused by declines in inflows to hydropower storages fed by the central highlands.

The work presented in this thesis forms the core of two scientific papers: one published in the international journal Hydrology and Earth System Sciences (Bennett et al., 2012) and the other published in the International Journal of Climatology (Bennett et al., 2013). In addition, this work contributes to three other scientific papers published in international scientific journals (Corney et al., 2013; Grose et al., 2013b; Morrongiello et al., 2011).

This work substantially increases our understanding of the possible impacts of climate change on surface water availability in Tasmania. This work has generated the first high-resolution projections of surface water for Tasmania to 2100. The study was designed so that projections would be able to be used directly in impact models used by Tasmania’s two largest water managers: the Department of Primary Industry, Parks, Water and Environment and Hydro Tasmania.

Chapter 2 describes the high-resolution projections that are the foundation of this work. The use of the global, stretched grid model, CCAM, to downscale GCM projections allows the bias-correction of GCM SSTs before
downscaling. This substantially improves the simulation of precipitable water and rainfall. The high horizontal resolution of CCAM over Tasmania significantly improves the representation of Tasmanian topography, resulting in much more realistic representation of rainfall distribution over Tasmanian catchments. Chapter 2 shows that the spatial representation of rainfall over Tasmania by CCAM is better than the spatial representation of rainfall over Australia by the host GCMs.

Chapter 3 describes the quantile mapping bias-correction applied to the RCM simulations. The bias-correction aligns modelled and observed frequency distributions of daily data. It is distinguished from similar methods by using empirical frequency distributions, by being trained independently for each season, and by being applied to de-trended simulations. The bias-correction effectively removes biases across the frequency distributions of RCM variables. However, biases in temporal characteristics of rainfall – notably the tendency of CCAM to underestimate large, multi-day rainfalls – are not corrected by the quantile mapping. The season-specific corrections and the use of empirical frequency distributions introduces the possibility that the quantile-mapping will be over fitted, and therefore not perform reliably when applied outside the training period. A new technique, ensemble cross-validation, shows that the bias-correction is not over fitted, and thus is likely to perform well outside the training period. This is further demonstrated by the strong agreement between projected trends of uncorrected and bias-corrected rainfalls. The tendency of the bias-correction to disrupt physical relationships between RCM variables is investigated for simulations of past and future climates. The bias-correction had only a minimal effect on the physical relationships between RCM variables.

Chapter 4 describes the simulations of Tasmanian runoff and river flows to 2100. Simulations are generated by forcing five different conceptual rainfall-runoff models with bias-corrected RCM rainfall and potential evaporation. This method explicitly accounts for changes in rainfall variability, rainfall intensity, seasonal rainfall distributions, and spatial distributions of rainfall, as well changes to evaporation, in simulations of runoff. Historical simulations of river flows with the AWBM and Simhyd hydrological models forced by bias-corrected CCAM outputs agreed closely with observed streamflows. Hydrological models that were more sensitive to changes in inputs, in particular the IHACRES model, produced biased streamflow simulations. A slight tendency to underestimate streamflow magnitudes was present even in the best performing hydrological models (AWBM and Simhyd), and this is explained by the tendency of CCAM to underestimate the magnitude and the frequency of multi-day rain events, described in Chapter 3. Changes to spatial and seasonal runoff distributions are described, including increases in the inter-annual variability in runoff, increases in large runoff events for most of Tasmania, and decreased summer runoff over western Tasmania. The most pronounced feature of the runoff simulations are the decline in runoff over the central highlands in all seasons by 2100. Runoff from this region is economically important for hydropower generation and irrigated agriculture. In addition, this region has high conservation values, including serving as habitat to several species of endemic freshwater fish.

Chapter 5 presents the effects of runoff changes on hydropower generation and irrigation water allocations. Impacts on hydropower are assessed with Temsim, Hydro Tasmania’s system model. This chapter describes the
projected 6% decline in hydropower generating capacity in Tasmania, resulting principally from projected runoff reductions in the central highlands. Chapter 5 shows that increased variability in runoff had an effect on hydropower generation, causing increased spill from run-of-river hydropower storages in relation to power station outflow, even as total inflows decreased. The reliability of supply of water allocated for irrigation is investigated in Chapter 5 with water accounting models that apply historical demand rules under future climate scenarios. The reliability of water supplied from large irrigation storages is influenced both by demand and by changes to inflows. For example, Meander Dam and Lake Crescent/Sorell are both supplied by runoff from the central highlands. Future reliability of supply of Lake Crescent/Sorell declines. Conversely the reliability of water supplied by Meander Dam is not affected by the decline in inflows because historical demand on this storage is low compared to supply (though demand on Meander Dam is very likely to increase in future). This underscores the importance of prudent water management and planning in Tasmania, particularly in light of attempts to increase the value of irrigated agriculture and the probable increases to the interannual variability of streamflows.

6.1 Confidence and uncertainty in hydro-climate projections

Uncertainty in hydro-climate simulations emanates from many sources, including estimates of future greenhouse gas concentrations, imperfectly understood or imperfectly represented climate processes in GCMs and RCMs, as well as the bias-correction and hydrological modelling. The uncertainty of future human emissions is typically handled using a scenario approach, and this approach is taken here.

Throughout this thesis the range of climate simulations for a given emissions scenario is used as the principal estimate of uncertainty in the hydro-climate projections, following many other studies (e.g. IPCC AR4). This is partly justified if the uncertainty described by the range of climate simulations largely encapsulates other sources of uncertainty, including the hydrological modelling and the bias-correction. We have shown that uncertainties from the range of climate simulations are much larger than the uncertainties from an ensemble of conceptual rainfall runoff models, echoing findings by other studies (e.g. Prudhomme and Davies, 2009; Wilby and Harris, 2006). In addition, we have shown that trends in the bias-corrected RCM variables are very similar to trends in the uncorrected variables, showing that uncertainties introduced by the bias-correction are also small in relation to the range of the climate simulations, as found by Chen et al. (2011).

However, the range of uncertainties we describe is unlikely to reflect the true range of uncertainty in these projections for a given emissions scenario. This is in part due to limitations in horizontal and spatial resolution of even the high-resolution climate simulations presented here. This can be illustrated by considering fine-scale spatial changes in rainfall. CCAM strongly underestimates the rain shadow over the Tamar Valley in the north of Tasmania in the 10 km simulations, resulting in rainfall biases of more than 100% (Chapter 1). The projected changes in the spatial distribution of rainfall and runoff presented in this thesis are often related to elevation: all six RCM simulations project rainfall/runoff decreases in the central highlands and rainfall increases in the Tamar valley to the north-east, and the simulations generally show strong agreement on the location of the boundary
between the drying and wetting regions (Fig 4.11a). If we rely only on the range of climate simulations to describe the range of uncertainty, we would place a high confidence on the location of this wetting-drying boundary. In light of the inability of CCAM to represent the steep rainfall gradient in this region effectively, this level of confidence is likely to be too high. Other resolution-dependent changes, including land-sea boundaries, are subject to similar uncertainties.

It is worthwhile to consider as many lines of evidence as possible when assigning confidence to hydroclimate projections. For example, additional climate simulations with another RCM (not possible due to time and cost constraints) would have added another line of evidence and strengthened the conclusions of this study. An additional RCM would have offered alternative parameterisation schemes and algorithms, and possibly different horizontal and temporal resolutions. The choice of RCM has been shown to contribute significant uncertainties to hydroclimate simulations, although RCMs are generally a smaller source of uncertainty than the driving GCMs (Kendon et al., 2010b). In the absence of additional RCM simulations, the confidence in projected changes can also be fortified by comparison to theoretical dynamical and thermodynamical changes. It is also possible to assess the plausibility of local changes by gathering evidence from wider-scale changes projected by CCAM. This is unusually straightforward in a variable resolution RCM, because regional and global atmospheric changes cohere with local projections as they are simulated by the same atmospheric model. The coherence of regional changes with local changes in the CCAM simulations has been investigated by Grose et al. (2013a) and Grose et al. (2013b). Drawing various lines of evidence together allows us to qualitatively assign very high confidence to the following projected changes in Tasmanian hydrology by 2100:

- **Increases in potential evaporation for all of Tasmania**, projected by all six RCM simulations. Increases in potential evaporation are strongly tied to increases in temperature in temperate regions, and these increases are supported by recent observed trends and climate studies. Increased evaporation magnifies the effects of any reductions in rainfall on runoff. In addition, more water can be expected to be evaporated from standing water bodies such as large hydropower or irrigation storages.

- **Summer reductions in rainfall and runoff in western Tasmania**, projected by all six RCM simulations. This is associated with a southward shift in the subtropical ridge of high pressure simulated by CCAM (Grose et al., 2013b), which causes moist westerly air to be pushed further south. This southward shift is a manifestation of the poleward expansion of the Hadley cell, which has strong empirical, modelled and theoretical support as a consequence of global warming (Chapter 1). One notable consequence of the decline in western summer rainfall is that seasonal periods of low flow will experience lower flows. Much of western Tasmania is covered by a thin layer of soil, providing little subsurface water storage. This means baseflows are unlikely to buffer projected decreases in summer rainfall, resulting in lower flows during dry periods.

- **Winter increases in rainfall and runoff in western Tasmania**, projected by most CCAM simulations and also present in most GCMs. In contrast to summer, the mid-latitude westerly circulation is projected to strengthen and not move markedly pole-ward in this season (Grose et al. 2013b), leading
to a greater incidence of rain-bearing systems crossing western Tasmania. This generally leads to increases in soil moisture and runoff in this season.

- **Increases in rainfall and runoff intensity for many regions of Tasmania**, projected by all six RCM simulations. Increases in rainfall intensity in temperate climates with increased temperature have a strong basis in theory, climate model studies and recent observations (see Chapter 1). The increases in rainfall intensity drive even larger increases in runoff intensity, as proportionately more water flows into rivers under more intense rainfall.

More inclusive, formally quantified uncertainties in hydro-climate projections are also possible, if somewhat difficult. A common approach in shorter-term probabilistic hydrometeorological forecasts is to ensure the forecasts are ‘well-calibrated’ or statistically ‘reliable’ (Toth et al., 2003). A probabilistic forecast is well-calibrated if forecast probabilities align with observed frequencies of occurrence. For example, for a well-calibrated forecast, if a forecast probability of 70% is assigned to an event, this event will actually occur 70% of the time in the historical record (and does not occur 30% of the time). Forecasts can be calibrated after they are issued, by increasing (or reducing) the spread of uncertainty to align with historical observations (e.g. Schepen, 2012). There are many barriers to calibrating hydro-climate projections in this way, including (but not limited to): 1) effectively calibrating forecasts requires very long historical simulations and observation records; 2) calibration methods have been traditionally applied to forecasting models, which are synchronous with observations (unlike climate models); and 3) calibrations reflect historical uncertainties, not possible future uncertainties. Devising such a calibration is outside the scope of this thesis; however, the concept of a well-calibrated hydro-climate forecast is highly attractive, and deserves future attention.

### 6.2 Suggested further work

We suggest the following work to build on this study:

- The tendency of CCAM to underestimate the incidence and magnitude of multi-day rainfall events could be investigated and improved. Improvements in the representation of rainfalls will improve streamflow simulations.
- The ability to simulate long-term persistence characteristics in rainfall could have significant impacts on water resources assessments (Johnson and Sharma, 2011), and investigating CCAM’s ability to represent rainfall persistence characteristics on a range of time scales would add insight to the investigation of future surface water availability in Tasmania presented in this thesis.
- The CCAM 10 km outputs are generated at a 6-minute time step, and CCAM rainfall outputs have been saved at 3-hour intervals. This admits the possibility of investigating the impacts of future climate change on sub-daily rainfall and runoff, and in particular on the possible impacts on flooding in Tasmanian catchments.
- Graham et al. (2009) quantified the environmental implications of changed stream flows for the TasSY project. Outputs from our modelling are directly compatible with the software Graham et al. (2009)
used to quantify environmental impacts, and this work could be extended using modelling outputs from our study.

- Additional case studies that combine the hydrological assessments presented here with other analyses carried out using CCAM outputs. For example, assessments of changes to agricultural productivity carried out by Holz et al. (2010) could be paired with more detailed analyses of water reliabilities to assess the viability of agricultural development in particular basins or regions.
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Appendix B Adapting Temsim to operate with inflows from rainfall-runoff simulations

Temsim was designed to apply assumptions of future electricity prices and demand to historical inflows in order to predict system operation, storage levels and power yield for 20 years. Historical inflows used in Temsim are calculated retrospectively with a series of models that employ a variety of methods, depending on available data. These methods include regression analyses with available data and water balances based on measured storage volumes and known outflows – for convenience we will collectively term these the ‘volume balance method’. The input data and models are reviewed annually, but the models have remained reasonably consistent since a major revision in 1992.

The volume balance method assumes that historical inflows will reflect future inflows. We sought to assess the impacts of changes to future inflows, so it was not enough to rely on historical inflows to the hydropower system. To calculate future inflows to the hydro-electric system we digitally delineated 47 catchments in the system, accounting for all diversions and other hydropower infrastructure. Projected runoff (Chapter 4) was then aggregated to generate inflows to each of these catchments – we will term this the ‘runoff aggregation method’.

The runoff aggregation method differs from the volume balance method in two important ways:

1) The two methods rely on different and independent sets of input data.

2) The volume balance method uses measured changes in storage volumes, meaning evaporation from storages is calculated implicitly. This can result in negative inflows during the summer months at certain sites. The runoff models used in the runoff aggregation method account for evaporation from a catchment, but not the elevated rates of evaporation that can be expected from a large water body. Inflows aggregated from runoff can never be negative.

Despite these differences, the two methods yield acceptably similar inflows. Daily inflows to the 47 catchments were generated for the period 1992-2008 with the runoff aggregation method using SILO interpolated observations as inputs to the Simhyd runoff models. These inflows were then compared to those calculated with the volume balance method. Annual volumes at each of the 47 sites agree reasonably well (Fig B.1a). The runoff aggregation method tends to slightly overpredict annual total system inflows (bias = +4%) and replicates seasonal patterns reasonably well (Fig B.1b), though there is considerable variation in seasonal matches from site to site (not shown). The runoff aggregation method tends to overpredict summer flows, indicating that evaporation from large water bodies is underestimated. Nonetheless, the runoff aggregation method is reasonably efficient at replicating inflows calculated with the volume balance method, with about half the catchments giving daily Nash-Sutcliffe efficiencies (Nash & Sutcliffe 1970) of 0.6 or more (Fig B.1c). The runoff aggregation method also gives realistic power station outflows and power yield (not shown) when processed through Temsim.
Fig B.1 Comparison of inflows to the hydro-electric system 1992-2008 generated using the volume balance and runoff aggregation methods (see text for details): (a) annual inflows at 47 sites (b) monthly system inflows (c) efficiency of runoff aggregation method measured against volume balance method for 47 sites.