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ABSTRACT

In recent years one can detect an increasing use of econometric models for the analysis of national economies. For regional economies, however, the art of econometric model-building has not been fully exploited and the application of econometric models to regional analysis has not been widespread. Only a small number of regional econometric models can be found in the literature and these have been produced mainly in the U.S. So far as can be determined, no econometric model has yet been constructed for an Australian region and our study appears to be the first of its type so far undertaken in this country.

The purpose of the study is to record experience in the development of regional econometric models for Tasmania. After a brief introductory chapter, two chapters are devoted to a review of the regional econometric models to be found in the literature. These chapters set the stage for the development of regional econometric models for Tasmania. A feasibility study is then undertaken in Chapter Four. Here we compare the data required for the construction of a particular type of regional econometric model with the available Tasmanian statistics with a view to deciding on the types of regional econometric models which are feasible for Tasmania at the present time. We then proceed to construct two types of regional econometric models which we call a regional economic base model and a regional empirical model. This is done in Chapters Six and Seven respectively.
The regional economic base model is used to compute regional multipliers for Tasmania as well as for the study of growth while the regional empirical model is used to forecast three Tasmanian aggregates: gross state product, total personal income, and total employment.

The forecasting performance of our regional empirical model is then evaluated by comparing forecasts generated by this model with forecasts generated by two "intrinsic" models using Theil's U statistic as a measure of forecast accuracy. It was found that our regional empirical model performed better than the two intrinsic models.
CHAPTER ONE
INTRODUCTION

During the past two decades or so econometric models have been used extensively for the analysis of national economies. Their usefulness in the formulation of economic policies, in economic planning, and in forecasting, has been widely recognized and they have become a popular tool in national economic analysis. At the sub-national level, however, econometric models have still to make their mark. While their use in regional economic analysis has increased significantly in recent years it remains true that their potential in this area has by no means been fully realised.

Studies of the economy and the economic problems of a particular region have been undertaken in many countries, with the United States very decidedly in the lead so far as the volume and the variety of the work are concerned. In Australia, however, model-building at the regional level is still an undeveloped area. As far as we know our study is the first attempt to develop a regional econometric model in Australia and, as such, can be viewed, therefore, as a feasibility study for this type of econometric work in this country.

An important aim of the study is to consider overseas work relating to regional econometric models (REM). This will enable us to place the task of constructing REM for Tasmania in perspective and will suggest approaches that might be applied in future to other similar studies. The first three chapters of our thesis are devoted to this discussion of overseas work.
1.1 Model Building at the Regional Level

Before we discuss the philosophical issues involved in model-building at the regional level we will first define the terms "econometric model" and "region" which will be used widely in this study. An econometric model we define broadly as any economic model the parameters of which have been estimated from past observations on the variables of the model. On this broad definition, REM include input-output models, economic-base models, and some macroeconomic regression models using time series data, when they are applied to the study of a particular region. A region, on the other hand, is defined in this study as any part of a wider geographical area within which free trade prevails, and within which movements of labour and capital are not subject to control. Thus a region in this study might include the geographical area of a state, a county, a metropolitan area, and even the territorial area of a country.

The design of an econometric model has been characterized as "a series of compromises among: (a) the structures of the economy to be described; (b) the multiple, and often partially conflicting objectives of the model...... and; (c) the availability of data........ it is an unfortunate fact of life that the last of the three tends to dominate." ¹

The "state of the art" in regional analysis has reached the point where there are several conceptual structures for a regional econometric model. These structures can be conveniently grouped into two main classes. The first class contains models that bear a close

resemblance to the models commonly used at the national level; indeed
some are nothing more than national models with a slight regional
twist. Examples of this class include national-income determination
models of the Keynesian type which emphasize aggregate demand and
its components, the national growth models of the Solow-Swan type
which emphasize savings, capital formation, and technical progress
as the main determinants of growth. (See Section 3.3.2 and 3.3.3
in Chapter Three below). Proponents of models of the Keynesian-type
suggest that the process of regional-income determination follows
much the same lines as those depicted in national income analysis
and hence that the Keynesian type of model structure is adequate
for regional analysis. 2 There must, of course, be a shift in
emphasis in REM in that more attention is to be placed on interregional
flow relationships so as to account for the fact that regional
economies are characterized by a much higher degree of "openness"
than the national economies. Therefore, relationships regarding
interregional trading, migration, investment, and other interregional
movements of goods and services are of paramount importance in
this type of REM. But, on the whole, the proponents of the Keynesian-
type of model structure argue that this type of structure is
adequate for the analysis of regional income and its determination.
In a similar fashion, proponents of the Solow-Swan type of model
structure for the study of regional growth suggest that the study
of regional economic growth can be handled by this type of model
structure in much the same way as in the study of national
economic growth, their reasons being that regional economic growth

2. See, for example, L.R. Klein, "The Specification of Regional
Econometric Models", Papers and Proceedings of the Regional
often takes place within the region itself and is due to such factors as increasing amount of regional savings, regional capital formation, and technical progress which has been transmitted into the region.3

On the other hand, there is another group of regional researchers who are simply not convinced that REM should be merely micro replicas of national models. Instead they adopt model structures which are quite different from the commonly used national econometric models (NEM) and which have special features of their own. These fall into two classes. The first class has adopted economic-base theory and location theory (instead of the Keynesian theory or the Solow-Swan version of the neoclassical growth theory) to explain and predict both the processes of regional income generation and of regional growth. Economic-base theory rests on the hypothesis that income generation and growth in a region is initiated and sustained by the "basic" industries which comprise the export sector of the region concerned, while the remaining "service" industries follow the movements of the basic industries. The concept involved is a Keynesian-type income multiplier analysis with the dominant role played by the export sector which is considered as exogenous in the analysis, and with the non-exporting sector considered as endogenous. Location theory was originally put forward to explain the factors determining the growth of a particular firm or even an industry and was later extended to explain the growth process of a whole regional economy. Both

the economic base theory and the location theory have been widely
criticised on the ground that both have taken a too narrow and
simplistic view of the actual process of regional income generation
and of regional growth and a more convincing regional theory of
both processes has yet to emerge.4

The second class takes the form of a regional empirical
model which consists of a series of regression equations in which
regional variables are related to national variables. They are
convenient forecasting devices, but unfortunately they lack a good
theoretical backbone and tell us virtually nothing about the working
of the regional economy itself. They have, however, one big advantage
over the other class of structure for a REM, namely that by emphasizing
the use of national variables instead of regional variables, they
minimize the use of regional data which are in most cases hard to
come by.

The second of the three elements in the design of an
econometric model are the objectives of the model. In the past the
main users of regional econometric models have been regional policy-
makers. For this reason, the relevant constraints in a REM should
specify both the objectives of the regional policymaker in question
and the tools which are available to him. In these respects REM are
quite different from NEM. NEM have been developed to encompass the
economic aspects of all policies carried out by the federal government

4. Both the economic base theory and the location theory will be
discussed in more detail in Chapters Two and Three below. For
further discussions on them, see H.W. Richardson, "Regional Economics",
and its agencies. Many of these, like defence or foreign policy, are not tackled below the national level. Until recently the cyclical stability of the national economy has been the main focus of attention. Such problems as growth, equalization of differences in development between various parts of the nation, and distribution of wealth and income have only received minor attention. At the regional level, on the other hand, considerations of growth, welfare, and provision of various amenities and services are paramount.

Differences in the tools are equally pronounced. The national government can make use of various powerful tools of fiscal, monetary, and commercial policy such as taxation, supply of money, measures influencing the interest rate, import duties or even import quotas, exchange controls, and so on. At the sub-national level, on the other hand, even in the case of regions corresponding to states, the tools at the disposal of the regional government are relatively modest, both because of the political limitations of the government and, more importantly, because basic national economic measures cannot usually be adapted to the needs of a single region. A significant limitation, for example, stems from the inability of regional governments to control the movements of factors of production over their boundaries by placing restrictions on migrations or interregional money flows. This is further aggravated by their inability to control exports and imports, money supply, and the general economic climate which essentially depend on national development. The result is that policies affecting regional economic growth and welfare may come from any level of government. REM can
be used to gauge the regional impact of such policies, especially from those of the national government, and in order to do this a regional model should include a different set of goals and policy instruments from the set which is commonly found in national models.

The third element in the design of an econometric model is data availability. Once data has been applied to the implementation of an econometric model economic theory can be tested against real world situations, thus data serves to bridge the gap between theory and reality. For NEM, a set of national social accounts provides the main data base. Correspondingly a set of regional accounts will go a long way towards providing a useful data base for a REM. These accounts yield valuable information on the economic performance of geographical regions and the internal workings of a regional economy. In particular a balance of payments or flow-of-funds schedule yields useful data on a region's trade position, its economic ties with other areas, and the transmission of capital between regions. However, whereas a set of national accounts is available for most national studies, the need for a complete set of regional accounts for regional economic analysis remains, in most cases, unsatisfied. Indeed, the usual situation is that only a few regional economic variables have been measured on a regular basis, and these for no more than a comparatively short span of time. Regional data requirements remain the most serious constraint in the design of REM.
1.2 The State of Tasmania as the Regional Unit

The region under analysis in this study is the State of Tasmania. If a "region" is taken to mean a particular geographic area, then because it is an island, Tasmania is a clearly defined region. On the other hand, Tasmania also represents a well-defined "political" region since it is one of the six States of the Australian federation. A third interpretation - an "administrative" region - can also be given to the State of Tasmania since the role of the Tasmanian Government in the administration of Tasmania is clearly written into the Australian Constitution.

As compared to the mainland States of Australia, it appears that Tasmania has certain advantages as a study-region. Being an island-economy and geographically isolated from the rest of the country, it has better statistics on the inter-state movement of both goods and people than the mainland States. As mentioned in the last section, data availability is a critical factor in the design of REM and paucity of data relating to interregional flows is usually a most serious problem. In the case of Tasmania, the task of tracing inter-state movements of both goods and factors of production is much easier than it is for the five mainland States. For the mainland States, inter-state movements of both goods and people can be handled by air, sea and land transport. Inter-state movements by land transport however, are not subject to administrative control and statistics for such movements will not be obtainable. Hence for the mainland States there will be a big gap in the information necessary for the compilation of such vital statistics as imports, exports and inter-state migration. But for Tasmania inter-state movements through land transport are
impossible and so the problem of "land transport" in the compilation of vital trading statistics does not arise. Thus, the geographical isolation of Tasmania has rendered it a more desirable study-region than any one of the other mainland States in Australia in so far as data availability is concerned.

Although trade statistics are available for Tasmania they are not made use of in the simple REM that we construct (in later chapters). These statistics would be indispensible for the construction of the more sophisticated REM, e.g. the Keynesian-type, as shown in chapter four. The construction of such sophisticated REM for Tasmania is not feasible at the present time because of the absence of other essential data.

The fact that Tasmania is the smallest State in Australia means that the Tasmanian economy must be heavily dependent on the Australian economy and consequently that the Tasmanian economy will be greatly influenced by fluctuations of the Australian economy. This is brought out very clearly in the regional empirical model for Tasmania constructed in Chapter Six in which three important Tasmanian aggregates are related to particular Australian aggregates so that the quantitative effect of variations in these Australian aggregates on the selected Tasmanian aggregates can be measured.

1.3 An Outline of the Study

The outline of this study is as follows. In this chapter the philosophical issues which underlie the development of regional econometric models for Tasmania are briefly discussed. Specifically, the distinct features of regional econometric models are discussed and compared with those of the national models. Also, we have discussed the regional unit in the present study.
Chapters Two and Three give a survey of a sample of twelve existing regional econometric models which we have selected from the literature. In Chapter Two, regional econometric models are classified into five broad types (named respectively, regional empirical model, regional economic base model, regional social accounting model, regional production function model, and regional input-output model) and the uses of such models into three types (forecasting, policy analysis, and planning). Then the appropriate uses for each type of regional econometric model are examined. In Chapter Three, a more detailed model-by-model description of each existing regional econometric model is given so as to bring out the fine points of regional econometric models.

In Chapter Four, a feasibility study of the Tasmanian economy is undertaken the main purpose of which is to decide on the types of regional econometric models which can be constructed for Tasmania. In this feasibility study, the following procedure is carried out. Firstly, a prototype model for each of the five classified types of regional econometric models discussed in Chapter Two is selected and, secondly, the data requirements for the construction of this prototype model are compared with the available Tasmanian statistics so as to decide whether this type of regional econometric model is feasible and worth considering further in the Tasmanian context. From the feasibility study undertaken it is concluded that, at present, only the regional empirical model and the regional economic base model are feasible.

Before the construction of these two types of regional econometric models is discussed, a digression is made in Chapter Five to the discussion on the estimation of gross state product for Tasmania. The importance and the concept of gross state product are discussed first,
and then the income-approach to the estimation of gross state product for Tasmania is outlined. Estimates of total gross state product, its principal components, and constant-price gross state product are presented.

Having made the digression, the study returns to the construction of a regional empirical model in Chapter Six for Tasmania and in Chapter Seven to the construction of two regional economic base models.

In Chapter Eight, the forecasting performance of the regional empirical model for Tasmania is compared with that of two intrinsic (naive) models.

In Chapter Nine a summary of the major results of this study is presented. Data tables are presented in the Appendix.

1.4 Abbreviations and Notations Used

To promote uniformity of presentation and to facilitate discussion, references will be cited by attaching a number of square brackets to the author's name. This number is the number of the reference in the Bibliography.

It should also be noted that the following abbreviations have been employed throughout:
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>REM</td>
<td>Regional Econometric Model</td>
</tr>
<tr>
<td>REMM</td>
<td>Regional Empirical Model</td>
</tr>
<tr>
<td>REBM</td>
<td>Regional Economic Base Model</td>
</tr>
<tr>
<td>EBM</td>
<td>Economic Base Model</td>
</tr>
<tr>
<td>RSAM</td>
<td>Regional Social Accounting Model</td>
</tr>
<tr>
<td>RICM</td>
<td>Regional Input-Output Model</td>
</tr>
<tr>
<td>NEM</td>
<td>National Econometric Model</td>
</tr>
<tr>
<td>ANA</td>
<td>Australian National Accounts</td>
</tr>
<tr>
<td>CBCS</td>
<td>Commonwealth Bureau of Census and Statistics</td>
</tr>
<tr>
<td>ARMA</td>
<td>Autoregressive Moving Average Process</td>
</tr>
<tr>
<td>ARIMA</td>
<td>Integrated Autoregressive Moving Average Process</td>
</tr>
</tbody>
</table>

These abbreviations will be used both for the singular and for the plural depending on the context.
CHAPTER TWO
USES AND TYPES OF REGIONAL ECONOMETRIC MODELS

2.1 Introduction

In this chapter we will give a general account of the common uses and types of REM. We have classified the many uses of REM into three categories. These have been named forecasting, policy analysis, and economic planning respectively. Also, we have classified the many types of REM into two broad types: empirical and the theory-based. The latter type has been further sub-divided into Regional Economic Base Models REBM, Regional Social Accounting Models RSAM, Regional Production Function Models RPFM, and Regional Input-Output Models RIOM respectively. Each of these uses and types of REM will be discussed in turn. Having done that, we will try to identify which particular type of REM is most suitable for a particular use.

2.2 Uses of Regional Econometric Models

In the past the main users of regional econometric models have been regional policymakers. Except for the few that have been developed as a matter of academic interest, most operating REM have been designed and used to help regional policymakers in policy formulation and in planning. For this reason, the uses of REM will be discussed from the standpoint of the regional policymaker. In the following discussion, the many uses of REM have been grouped under three headings. These are respectively (a) forecasting; (b) policy analysis; and (c) planning. We will discuss each of these uses of REM in turn.
The first use of REM to regional policymakers is in regional economic forecasting. In this application, REM are used to project certain important regional economic variables into the future. Such projections may assist regional policymakers in a variety of ways. For example, where regional policymakers are formulating regional stabilization policies they will need to know the likely future magnitudes of certain regional economic variables such as regional income, regional gross product, regional employment, and so on, before they can devise measures to stabilize the values of these variables. REM may also assist regional policymakers who are interested in promoting faster regional economic growth. For in such instances, the policymaker will require information about trends and future growth rates of certain regional economic variables which are relevant in the growth context.\footnote{A further example of the usefulness of REM forecasts to regional policymakers is where state authorities are required to balance their budgets. In this case, reliable forecasts of future state tax revenues are useful to state authorities so as to enable them to plan their state expenditures ahead. Some REM have been designed for this purpose.\footnote{For instance, see M. Norman and R. Russell [44]; Research Seminar in Quantitative Economics [50].}}

In all the cases mentioned, reliable forecasts are obviously required so as to enable regional policymakers to decide on the right course of action.

A second use of REM to regional policymakers is in regional policy analysis. That is, in addition to providing information about

1. For an example of this application, see F. W. Bell [72]; R. J. Green [23].

2. For instance, see M. Norman and R. Russell [44]; Research Seminar in Quantitative Economics [50].
the likely course of future events REM can be used to indicate how future events can be influenced by deliberate policy changes. To perform this latter function, specific policy variables must be incorporated into the REM, which will then contain three groups of variables: endogenous variables, predetermined policy variables, and other predetermined variables. The endogenous variables are those the behaviour of which is explained by the REM. These variables are concerned with the structural relationships which link together the separate parts of the economy under study. The predetermined variables, including the policy variables, are those which influence the endogenous variables without being affected by them. Typical examples of regional policy variables are the various state tax rates, state expenditures, subsidies, and so on. The three groups of variables are interrelated in the policy-REM in the form of a simultaneous equation system. For policy analysis, the equation system is solved by turning it into its "reduced form" in which each equation expresses an endogenous variable in terms of the policy variables and other predetermined variables only. Thus, the simultaneity of the original equation system is broken down in the reduced form. From this reduced form of the original system, the values of the endogenous variables can be calculated once the values for the relevant predetermined variables (including the policy variables) are given. In this manner, the effects of changes in any one of the policy variables on the endogenous variables can be evaluated so enabling the effects of changes in different policies to be compared. On the basis of such a comparison, regional policymakers can then assess the relative attractiveness of different policies before they make the final policy decision.
A third way in which REM can assist regional policymakers is in connection with regional planning which has now become an important activity in the regional field. The word "planning" connotes "... exploring interactions and attempting to order all actions, so that they may help and reinforce, rather than hinder one another."³ In other words, it suggests an attempt to coordinate actions. The tasks of regional planning are manifold, but the most important task of all is concerned with the coordination of the means of regional economic policy so as to attain specific regional goals. Thus, "planning" implies decisionmaking, a wish to influence events in a specified direction. Consequently, a planning model must "... allow for specific goals and policy objectives, and the planners via a manipulation of the instrumental variables under their control try to achieve these goals."⁴ Here lies, perhaps, the distinction between a planning model and a policy-REM as discussed earlier on. Whereas a policy-REM must provide the framework for policy formulation, a planning model must provide a framework for decisionmaking. For example, a policy-REM would provide forecasts of certain economic variables under alternative types of regional fiscal policy, but this econometric determination of the effects of the fiscal policy casts little light on the optimal regional fiscal policy for achieving desired goals. It is still necessary for the policymaker to have some consistent and rational criteria for determining optimal fiscal policy.

³. S. Czamanski [12], p. 10.
⁴. See H. W. Richardson [51].
The first operation in using an REM for planning is to insert into the model the goal or target variables. The goals may refer to a set of predetermined target levels, and the regional policymaker's job is then to adjust values for the instrumental variables in a manner which throws up a set of outcomes which is consistent with this set of target levels. This is often referred to as the "fixed" target approach to planning originally expounded by J. Tinbergen. A type of REM has been designed for this particular purpose.  

On the other hand, the goals in regional planning may refer to the maximization of some given index of welfare such as real income per head. This is the "flexible" target approach to planning as expounded by H. Theil. For this purpose, the planning model must include an optimising technique such as linear programming. Regional planning models, therefore, are often of the linear programming type.

For regional planning, policymakers are often interested not only in the impact of regional economic policy upon aggregate economic variables, but in the relative impact upon different industries, regions, and income groups within the regional economy. For such a sectoral or structural analysis, an input-output model is often preferred. So regional planning models are frequently input-output models.

Note that given our definition of "planning", planning models are in a sense the inverse of policy models. For a policy model, the

5. See, for example, R. Artle [70].

6. For instance, see R.G. Spiegelman, E.L. Baum, and L.E. Talbert [55]; F.L. Golladay and A.D. Sandoval [89].
data and the instrument variables are the inputs, the endogenous or targets are the outputs. In the case of a planning model, on the other hand, the data and target variables become inputs into the model while the instrument variables are the outputs. The difference between policy and planning models can be illustrated by examining the type of problems to which they address themselves or the questions which they try to answer.

A policy model may answer, for example, the following question: What will be the rate of growth of gross regional product (GRP) given that the government intends to invest in the development of the regional economy one billion dollars over the next five years?

A planning model, on the other hand, will attack the problem in the following way: How much has the government to invest in the development of the regional economy over the next ten years in order to achieve a five per cent yearly growth rate of GRP?

2.3 Types of Regional Econometric Models

Regional econometric model-building, which started about two decades ago, has now advanced to the stage where certain distinct types of REM can be identified. These differ in such respects as the degree of aggregation, stringency of data requirements, and degree of complexity of model structure. Because of these differences, one type may be well suited for one particular purpose, such as forecasting, but not for some other purposes, such as planning. For the same reason, one type may be more expensive to construct and implement than the others. In the following discussion, we will concentrate on two broad types of REM. They have been labelled "empirical REM" and "theory-based
REM" respectively. The theory-based REM have been further subdivided into the following four types: Regional Economic Base Models REBM, Regional Production Function Models RPFM, Regional Social Accounting Models RSAM, and Regional Input-Output Models RIOM. We will discuss each type in turn, first beginning with the empirical REM (which from now on will be called Regional Empirical Model, abbreviated as REMM).

2.3.1 Regional Empirical Models

A REMM consists of a series of regression equations in which regional variables are related to national variables. Individual equations are unrelated to each other. Thus, equations of a REMM describe a one-way causal relationship between the national variables and the regional variables, the direction of causation running from the former to the latter. REMM are mainly used in forecasting. In this application, the values of the regression coefficients are assumed constant and unchanged between the sample period and the forecast period. Hence, given the projected values of the national variables, the regression equations which make up the REMM can be used to calculate the projected values of the regional variables. In order to obtain data on the relevant national variables, a highly recommended procedure is to link up the REMM with a related national econometric model. This procedure helps the regional model-builder not only in the estimation stage where he can obtain data on the required national variables directly from the data base of the related national model, it helps him also in

7. See Research Seminar in Quantitative Economics [50].
8. See L.R. Klein [108]. Also see G.R. Green [92].
the forecasting stage where he can obtain the projected values of
the national variables from the solution of the same national model.

A REMM represents a simple approach to regional forecasting.
It involves experimentation on a computer with a set of national
variables to obtain the required regression equation between some of
the national variables in the set and a particular regional variable.
Thus, no knowledge about the structural relationships of the regional
economy is required in this method of forecasting. This is an
advantage in those cases when regional forecasting has to be made on
the basis of a very limited knowledge about the regional economy. Also,
in its emphasis on the use of national variables instead of regional
variables, this forecasting approach has in fact minimized the use of
regional data which are in most instances hard to come by. However,
it also suffers from many weaknesses which have severely limited its
use. One big weakness of the REMM is that they are purely "empirical"
in the sense that the forecasting equations used have not been formally
derived from existing economic theory. Because of this lack of a good
theoretical foundation, REMM suffer from the same weakness as other
statistical forecasting devices such as the pragmatic (mechanical) trend
extrapolation methods or the "naive methods", in that they do not provide
an analytical framework within which any failure in the forecast can
be diagnosed. The other weakness of the REMM is that, because of their
total dependence on national variables, they tell us virtually nothing
about the working of the regional economy itself. For instance, REMM
do not deal with the consumption behaviour of the region's residents
nor with the investment behaviour in the region.
2.3.2 Theory-based Regional Econometric Models

In the previous section, we have discussed the REMM. We have identified two main weaknesses of REMM. These are, firstly, that REMM do not have a good theoretical foundation, and secondly, that this type of REM tells us virtually nothing about the regional economy with which they are concerned. Now, we will turn our discussion to the other type of REM - theory-based REM. The theory-based REM that we will discuss are invariably built on some sort of theoretical foundation, and are concerned with the structural relationships of the regional economy under study. Hence, they are free of the weaknesses which haunt the REMM. In the following discussion, we will concentrate on four types of theory-based REM. They have been labelled as Regional Economic Base Models REBM, Regional Social Accounting Models RSAM, Regional Production Function Models RPFM, and Regional Input-Output Models RIOM respectively. These four types of theory-based REM vary in the degree of aggregation. The REBM is the most aggregative. At the other extreme, the RIOM is the least aggregative. The degree of complexity of model construction also varies with each type of theory-based REM. The REBM are the simplest and usually consist of only two equations, whereas the RSAM and RIOM are much more complicated and include many equations. We will discuss each type in turn, first beginning with the Regional Economic Base Models.
2.3.2a Regional Economic Base Models

The main use of REBM is to obtain estimates of regional multipliers from which the impact on total regional income and employment of increases or decreases in a region's export activities can be measured. REBM view the total economic activity in a region as composed of export activities and non-export (service) activities; and assume that, for a small region, export activities determine a large part of total regional activity. The REBM further asserts that a stable relationship exists between export activities and total regional activities such that an expansion in export activities leads to an increase in local income (income of the residents in the region) which in turn induces an increase in retail sales and various service trades, which lead in turn to a further expansion of local income. Hence, through this multiplier process, total regional income and employment will grow by some multiples of the initial increases in export activities. Regional multipliers then represent an attempt to quantify this hypothesized relationship.

The simplest way to obtain estimates of regional multipliers is to take the ratio of total employment to export employment for a given year, i.e.

\[(2.1) \quad k = \frac{T}{X},\]

where

\[T = \text{total regional employment},\]
\[X = \text{export employment},\]
\[k = \text{the regional employment multiplier estimate}.\]

9. See R.W. Pfouts (ed.) [48] for a good collection of discussions on REBM.
10. In this exposition, we have employed employment rather than income as the basic unit of measurement.
Alternatively,

\[ k = \frac{T}{X} = \frac{(S + X)}{X}, \]

(2.2) \[ k = 1 + \left( \frac{S}{X} \right), \]

where

\[ S = \text{level of employment in the "service" or "local" industries.} \]

Thus, the regional employment multiplier estimate \( k \) is given by one plus the so-called base-service ratio \( \left( \frac{S}{X} \right) \). So, when the simple REBM is used for projection purposes, the method is to identify the base, calculate the base-service ratio, and apply it to expected movements in the base in order to project the change in total activity. In such a projection, the base-service ratio is assumed constant between the period from which the estimate is made and the forecast period.

The above simple way of obtaining the regional employment multiplier \( k \) is unsatisfactory because the value of \( k \) is determined by the magnitudes of one particular year only. A more satisfactory estimate of \( k \) would be some average figure taken over a number of years. If data are available for a number of years, it is possible to derive an estimate of \( k \) from the REBM as expressed by the following two equations:
(2.3) \[ T = S + X \]

(2.4) \[ S = a + bT, \]

where the symbols \( T \), \( X \), and \( S \) have already been explained above, and \( a \) and \( b \) are parameters.

Equation (2.3) is an identity which expresses total employment as the sum of service and export employments. Equation (2.4) expresses the relationship between service employment and total employment. Solving equations (2.3) and (2.4) gives

\[
(2.5) \quad T = \frac{a}{1 - b} + \left( \frac{1}{1 - b} \right)X
\]

This gives \( k = \frac{\Delta T}{\Delta X} = \frac{1}{1 - b} \). So, by regressing \( S \) on \( T \) as in equation (2.4) above, we can get an estimate of the parameter \( b \), and from this value of \( b \), we can calculate the regional employment multiplier \( k \).

While simple in construction and theory, REBM are loaded with both conceptual and technical problems when used for projection purposes. One big conceptual problem of the REBM when used in forecasting is the assumption of a constant base-service ratio. In view of the many forces that can affect this ratio, the constancy assumption is not acceptable to many critics. It has been suggested

---

11. Note the resemblance of the above formulation of the REBM to the Keynesian model of national income determination.

12. These problems have been widely discussed. See for example W. Isard [30].
that in the long run particularly, the base-service ratio is very likely to alter due to changes in the structure of the regional economy. These structural changes include such things as variations in the degree of specialization due to changes in the locational factors which affect the region, development of import substitutes, and so on. The other problem in the use of REBM for forecasting purposes concerns the projection of the basic industries. Recall that to project total regional income or employment with the REBM we need first to project employment in the basic industries. Such projections are usually done by independent forecasting methods. Since REBM provide no guideline as to how these export activities are to be projected, this critical step in the projection procedure lies outside the framework of base analysis.

The main technical problem associated with REBM is that of identifying the basic industries or sectors. Which activities are basic? Which are service? How does one treat a firm which sells its output to another local firm when the latter exports its output? Researchers with REBM handle this classification problem in a number of ways. The first way is to make certain assumptions concerning the relevant market for the products of a given industry. In studies which adopt this approach, manufacturing has been in most cases assumed basic, while the traditional service sectors have been assumed non-basic. The second way is to use the "location quotient" or "concentration ratio". This measure seeks information about the relative specialization of a given region. If the region is found to have more than its

proportional share of national production of a given good, the amount greater than proportionality is assumed to be exported. This method though useful, suffers from several deficiencies such as the implicit assumption of uniform national consumption and production patterns. Another way to solve the problem of identifying the basic sector is to conduct firm-by-firm interviews. This is of course an expensive method.

Because of these conceptual and technical problems, REBM are not well-suited for forecasting purposes. For such purposes, the next two types of theory-based REM, i.e. Regional Social Accounting Models RSAM and Regional Production Function Models RPFM, which we are to discuss are more suitable. We will discuss the RSAM first and then in Section 2.3.2c we will discuss the RPFM.

2.3.2b Regional Social Accounting Models

Like the Regional Economic Base Models, RSAM are aggregative tools of analysis which deal with such economic aggregates as total regional income, employment, and output. However, their level of aggregation is not as great as REBM. Whereas REBM adopt a two-sector (exports-service) division, RSAM usually divide the regional economy into more than two sectors, such as the household sector, the business sector, the government sector, the foreign sector, and so on. Some sectors will be considered as exogenous and other as endogenous. RSAM give estimates of aggregate multipliers which can be used to measure the multiplier effects of any autonomous change in an exogenous sector on the endogenous sectors of the regional economy. RSAM are also used to forecast such variables as income, employment, output, prices and
wages. Finally, they are also well suited for policy analysis purposes.

Unlike the two-equation approach of simple REBM, RSAM usually consist of a large number of interdependent behavioural equations. These equations are estimated by regression techniques employing time series data and, in this manner, economic theory is tested empirically. RSAM are more flexible than REBM in the sense that whereas the construction of REBM is dictated by a specific theory, RSAM are not bounded by any particular theory.

RSAM are designed to forecast the immediate future and hence the name short-run forecasting model is usually applied. They usually employ a forecasting period of less than five years and are concerned with forecasting cyclical fluctuations in the regional economy in the immediate future. They are national-income determination models of the Keynesian type and thus emphasize aggregate demand and its various components. Implicit in this type of model is the Keynesian view of income determination, i.e. that aggregate demand plays the dominant role in determining the level of economic activity. Behind such a Keynesian framework is also a set of income and product accounts which gives rise to the Identity between gross regional product and the various expenditure-components of consumption, investment, government, and net foreign trade purchases. From this Identity, the short-run RSAM develop in various directions. The various demand components are usually disaggregated and explained in this type of model. So there will be a regional consumption function, investment functions, and so
on. Government expenditures are also explained within some of the short-run RSAM. Because of the important fact that regional economies are "open" in terms of commodity flows, exports and imports are also explained in the model. Besides the expenditure equations, regional income and its components are also explained in the RSAM. These income components are joined to the "real" sector through the various prices. To facilitate policy analysis, institutional equations like direct and indirect taxes functions, national taxes, transfer payments equations, and so on, are also added. To throw some light on the regional unemployment problem, the aggregate demand for commodities is transformed through a labour demand function to derive the demand for labour, and by comparing this with the labour supply, the level of regional unemployment can be determined. All in all, the short-run RSAM focus on aggregate demand and its various components. Although factor-supply equations, e.g. wage and price equations, may also be present, they are relatively of less importance.

The other type of aggregate theory-based REM which we are to discuss is the Regional Production Function Models RPFM. Unlike RSAM which are concerned with short-run analysis, RPFM are concerned with the analysis of structural change and regional economic growth. Hence, they are called long-run forecasting models, and to the discussion of this type of REM we will now turn.

14. See, for example, L. R. Klein [108]; E. M. Gramlich [91].
2.3.2c Regional Production Function Models

RPFM are long-run aggregate growth models which are used to project regional economic growth. By contrast with the short-run RSAM discussed above, the long-run RPFM pay more attention to the supply side of the region and less attention to aggregate demand and its components. A production function is most essential in RPFM. Other supply-side equations, e.g. the wage rate equation, the investment function, and equations representing the supply of both capital and labour services, are also necessary in RPFM. In these respects, therefore, RPFM are analogous to those aggregate national econometric growth models which have relied on an analysis of the production function to deduce the determinants of the rate of growth. But, unlike these national growth models which emphasized capital formation and technical progress as the main determinants of growth, RPFM have relied on a different mechanism to explain regional growth.

One type of RPFM emphasizes the role of exports as the main determinant of regional growth. In this type of model, an Economic Base Model has been incorporated into the main body to explain regional economic growth. Recall that in the previous discussion of REBM, we mentioned the exports-service dichotomy of the economic base framework. In long-run models of the type now under discussion, export industries are defined as those which serve national markets while service industries are taken to be those which serve only the regional economy. Given such a classification, regional exports are connected to some national variables, e.g. GNP, which represents the national potential.
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15. See, for example, P. E. Smith [131]; R. M. Solow [132].
to import from the region while service output is related to regional income. From such a formulation, fluctuations and growth in the national economy will affect the region's export activity which, in turn, affects local production. Through such a formulation, the national demand for regional product is transformed into local demand for local production. Then, through the regional production function (or more exactly the regional labour demand function), the aggregate demand for local production is translated into the demand for labour. From then on, equations for regional unemployment, wages, and so on, can be derived.

Another type of long-run RPFM makes use of "location theory" to explain regional economic growth. According to location theory, regions grow because of increases in fixed capital investment. An open region is viewed primarily as a place competing with all other places in the nation in efforts to attract new investment, especially new productive investment. This new investment takes place on the basis of the individual location decisions of entrepreneurs who often may not be residents of the region. So this type of RPFM focuses on the locational factors which might affect investment decisions.

2.3.2d Regional Input-Output Models

REBM, RSAM, and RPFM are aggregative approaches to the study of the regional economy. They are used to deal with such aggregates as total regional income, employment, output, and so on. From these types of REM, we can derive aggregate multipliers so as to assess the

16, See S. Czamanski [12].
multiplier effects of any exogenous "shock" on the aggregates of the regional economy. Although aggregate multipliers are useful devices, they suffer from the limitation that they do not show the details of how multiplier effects work themselves out. Assume, for example, that a decision has been made to stimulate economic activity by means of investment in public works. There will be an immediate impact on the construction industry, but how will the effects of stepped-up construction activity ramify throughout the economy?

To answer a question such as this, we will have to use a RIOM which describes, in a fair amount of detail, the interrelationships between industries or sectors and so shows in detail the inter-industry effects of exogenous shocks to a region. As well as being used extensively in regional impact studies, RIOM have been used both for forecasting and for planning.

According to the theory underlying RIOM, each producing sector in the economy is said to be dependent upon every other sector. In that manner, output from sector 1 may be used as an input to sector 2; sector 2's output, in turn, may be input to production for sector 3, and so on. This analytic system allows for the tracing of multiplier effects emanating from exogenous shocks to the economy in a more detailed manner than do REBM or RSAM. In an open, static economy, the following accounting balance holds in each of the economy's industries:

17. See W. Isard and W. Kuenne [104].
18. See Chapter Three.
In equation (2.6), the output of industry i is divided between inter-industry ($\sum_{k=1}^{m} x_{ik}$) and final ($Y_i$) uses. The latter consists of demand for consumption, investment, government purchases and foreign trade purposes.

Since the data requirements for this type of study are stringent, simplifying assumptions have to be made. The following are typical:

(a) Each commodity group is produced by a unique producing industry.

(b) No external economies or diseconomies are possible.

(c) There is a unique observable production process which does not allow for the substitution of inputs,19 i.e. constant production coefficients.

Assumption (c) implies

\[(2.7) \quad x_{ik} = a_{ik} X_k \]

where

\[a_{ik} = \text{production coefficient specifying the amount of } i \text{ needed to produce one unit of } k, \text{ and} \]

\[X_k = \text{output in industry } k. \]

Substituting (2.7) into (2.6) yields

\[(2.8) \quad X_i = \sum_{k=1}^{m} a_{ik} X_k + Y_i \quad i = 1, 2, \ldots, m\]

Equation (2.8) is a system of \(m\) linear equations and may be solved for \(X_i\) if the distribution and level of final demand \((Y_1, Y_2, \ldots, Y_m)\) is known.

In matrix notation, equation (2.8) may be written as

\[X = AX + Y\]

and solved for the vector \(X\) by matrix inversion,

\[X = (I - A)^{-1}Y.\]

As pointed out above RIOM assume constant production coefficients. This assumption implies that a doubling of inputs will lead to a doubling of output, i.e. economies of scale are effectively ruled out. The constant-coefficients assumption has been widely criticised as being unrealistic, especially for the analysis of regional economies in which economies of scale, due to localization and urbanization, undoubtedly exist. The former arises from the location of many plants in the same industry in close proximity to each other so that specialized services are provided at lower cost. Urbanization economies are external economies which occur when firms in different industries locate at one locality and a corresponding urban infrastructure is built to service them. In cases where either type of external economy exists, the assumption of constant-coefficients is likely to be misleading. 20
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The other main problem of RIOM is concerned with the difficulty of obtaining data, henceforth referred to as "the data problem". Many of the weaknesses of RIOM derive ultimately from the data problem. For instance, to implement the Input-Output approach, it is necessary to have data on both the industrial origin and destination of sales and purchases for each firm in the region. Since data of this nature is usually not collected, regional input-output model builders have either to undertake the expensive and time-consuming task of primary data-gathering, or make use of national coefficients taken from national studies. The latter method of course involves the dubious assumption that regional production and trade patterns are the same as national ones. This imposes a serious limitation on the usefulness of these studies. Obviously there is an advantage in the direct method of estimating regional tables; however, the advantage of more accurate coefficients must be weighed against the disadvantages of the higher cost of research.

2.4 Which Type for which Use?

In the first section of this chapter, we discussed the three general uses of REM. They are respectively forecasting, policy analysis, and planning. Then in the second section, we discussed the different types of REM that have been developed and used. We have identified two broad types of REM. They are the empirical- and the theory-based REM. Among the theory-based REM, we have further isolated

four distinct types of REM and they have been labelled as Regional Economic Base Models REBM, Regional Social Accounting Models RSAM, Regional Production Function Models RPFM, and Regional Input-Output Models RIOM. In the process, we have also mentioned some advantages and disadvantages associated with each type of REM. Now in this section, we will try to compare the relative advantages and disadvantages of each type of REM for each of the three uses mentioned in Section 2.2. In so doing, we hope to cast some light on their potential usefulness and limitations in regional research work.

Right at the outset, we have doubt on the approach taken by the REMM. As explained, REMM are not analytical tools because they have no theoretical foundation. However, they do provide an expeditious method of regional forecasting because they use little regional data and hence are not expensive to construct. Turning to the theory-based REM, we will first begin with the forecasting use. Neither REBM nor RIOM are satisfactory for forecasting purposes. Basically, REBM are not forecasting devices. They are used only to bring out, in a rather inexpensive way, the structural relationships between export activities and local activities. When used for forecasting an REBM involves the dubious assumption of a constant base-service ratio. Moreover, this method fails to provide any guideline as to how the critical step of projecting employment in the basic industries is to be made. RIOM are also not suitable for forecasting purposes. Basically, a RIOM is a static device which describes the structural interrelationships between the various sectors at some particular point in time. Although some attempts have been made to adopt input-output analysis for long-run dynamic analysis, the procedures involved are
rather cumbersome, and the method needs to be refined further before it can be made operational. In addition to this, the assumption of constant production coefficients also limits the usefulness of RIOM as a forecasting tool. This leaves only the RSAM and the RPFM to be considered. For forecasting purposes at least, RSAM and RPFM are superior to both REM and RIOM. They are not dictated by any particular theory about the regional economy and hence offer a more flexible approach to regional analysis. Also, RPFM can be adapted easily for long-run analysis as most RPFM are dynamic rather than static.

Next we consider the relative merits of these four types of REM when used in policy analysis. For this particular application, we can easily discard EBM because they are not built for policy analysis. Similarly, RPFM which are designed for the sole purpose of projecting long-run regional growth are not well suited for policy analysis, and, therefore, can also be discarded. As for RSAM and RIOM, the former are superior for some types of policy analysis and the latter for others. RSAM give the effects of policy changes on aggregate variables and are therefore useful for dealing with such broad policy issues as regional stabilization and the promotion of faster regional growth. On the other hand, RIOM are much more disaggregative, and can be used to trace the industry-by-industry effects of any policy changes. In some cases, this kind of detailed analysis is more useful to regional policymakers than the corresponding aggregative analysis of RSAM.

22. See W. H. Miernyk, [39] for a discussion on this point.
Lastly, when it comes to regional *planning*, RIOM is to be preferred to all the other types of REM. As mentioned earlier, the main task of planning is to coordinate the means of economic policy so as to achieve the aims. At the regional level (even when the region is as big as a state), aggregative models such as RSAM are not useful for planning purposes since there are no tools of aggregative economic policy available to regional level governments or to the federal government operating at the regional level. It has been said that aggregative policy instruments, such as the monetary and fiscal policies, are irrelevant to the dealing of problems in specific regions. But rather, the argument continues, the nature of the available regional policy instruments is such that they are operative only at a much more disaggregative level (e.g. at the industry level) and are essentially of the following two types:

(a) Investments in social and physical infrastructure, and

(b) Inducements for industry location.

The planning questions at this level are, therefore, connected with the allocation and the optimal use of these instruments. To answer these planning questions, the use of a highly detailed model, like the RIOM, is required.

The above discussion on the relative merits of each type of REM has been conducted only from the point of view of how they satisfy a particular purpose. To make the final choice, one has to take into consideration other factors such as the limited resources available to the researcher, data availability, and the particular problems facing
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the regional economy under study. RSAM and RPFM seem to be a good compromise between REBM and RIOM. REBM require little data and are therefore relatively less expensive to construct. But, of course, the amount of information that they can convey to the model-builder is limited. On the other hand, RIOM are complicated and are expensive to construct. They are, however, more comprehensive in coverage. Both RSAM and RPFM require more data than REBM and less than RIOM, but at the same time they also provide more information than REBM and much less than RIOM. Hence, they make a good compromise between the REBM and the RIOM.

Finally, it must be emphasized that the various types of REM mentioned are complementary rather than competitive. Suppose that an RIOM is to be used to analyse inter-industry or intermediate demand. This will require a projection of the final demand sector and this projection can best be done by means of a RSAM. Thus, the outputs from a RSAM can serve as inputs to an RIOM making the former type of REM a good complement to the latter. In like manner, outputs from an REBM can be employed as inputs to a RIOM or to a RPFM.
CHAPTER THREE

A GENERAL ACCOUNT OF EXISTING REGIONAL ECONOMETRIC MODELS

3.1 Introduction

In Chapter Two above, we have looked into the common uses and types of regional econometric models and in the process we have presented a catalogue of important differences and a comparative analysis of alternative approaches in the development of REM. Now in this chapter, we want to have a closer look at some examples of each of the various types of REM that we have distinguished in Chapter Two.

During the past ten years a number of large-scale REM have been developed in the United States. This chapter will discuss the general features of twelve of these regional models to illustrate the general state of the art. This survey is not comprehensive either in terms of coverage or depth. The purpose is to set the stage for an examination of the feasibility of constructing models of the various types distinguished in Chapter Two for the Tasmanian economy and to assist in the construction of such as prove to be feasible. The twelve REM to be discussed are (1) The Michigan model (1) developed by the research team in the University of Michigan [50]; (2) The Michigan model (2) by D. A. Leabo [112]; (3) The Los Angeles model by G. H. Hildebrand and A. Mace, Jr. [100]; (4) The Hawaii model by K. Sasaki [130]; (5) The Puerto Rico model by M. Dutta and V. Su [82]; (6) The Ohio model by L'Esperance, et. al., [113]; (7) The Illinois model by R. J. Green [23]; (8) The Massachusetts model by F. W. Bell [72]; (9) The Philadelphia model by N. J. Glickman [88]; (10) The
Nova Scotia model by S. Czamanski [12]; (11) The Oahu, Hawaii model by R. Artle [70]; and (12) The New Mexico model by F. L. Golladay and A. D. Sandoval [89]. These two models will be discussed under similar headings which we adopted earlier in Chapter Two. Accordingly, the first two models will be discussed in Section 3.2 under the general heading "Existing Regional Empirical Models", while the remaining ten will be discussed in Section 3.3 under the general heading "Existing Theory-Based Regional Econometric Models". Furthermore, these latter ten models have been classified separately into the four types of theory-based REM which we described in Chapter Two, i.e. the Regional Economic Base Models, the Regional Social Accounting Models, the Regional Production Function Models, and the Regional Input-Output Models. In particular, models (3) and (4) will be discussed under the heading of REBM; models (5) through (7) under the heading of RSAM; models (8) through (10) under the heading of RPFM; and the last two models under the heading of RIOM.

These twelve models are generally representative of current thinking. They offer a coverage that is sufficiently broad in scope in terms of the type of region analysed and the particular techniques used to provide a good general background. In the discussed to follow, we will give a model-by-model description of each of these twelve models. In this connection, we will concentrate on describing the broad structure of each model rather than attempting to give an equation-by-equation account, although the latter will appear appropriate at times (e.g. in Sections 3.3.3a and 3.3.4a). Also, since in this chapter we are interested mainly in the broad structure of the models the fine points of the econometrics such as the estimation methods
employed, and problems associated with the data will not be covered. For clarity of exposition, many simplifications are introduced. The notation used is not necessarily that of the model being discussed, nor is the numbering of the equations.

3.2 Existing Regional Empirical Models

As described previously in Chapter Two, a REMM is one in which all the independent variables are national variables, e.g. GNP and the various expenditure components of GNP, while the dependent variable is a particular regional variable. We will present two examples of REMM. Both models have been developed for the state of Michigan in the United States, and accordingly, they are named the Michigan model (1) and the Michigan model (2) respectively. We will first discuss model (1).

(a) The Michigan Model (1)

This model is used to project annual changes in certain economic aggregates for the state of Michigan in the United States through a series of independent (i.e. one-way causal) regression equations estimated from first-difference data. The dependent variables include gross state product and its various industrial components, several types of employment, a variety of retail sales, total personal income and its components, population, and various state taxes. One purpose of the projections is to give reliable forecasts of future state revenues which are useful to the state authorities in planning

---

1. Research Seminar in Quantitative Economics [50].
their expenditures ahead while attempting to balance their budgets. The independent variables are mostly national variables relating to the U.S. economy. The total number of forecasting equations in the model is seventy-eight.

As described in the original study, the Michigan economy is dominated by its manufacturing sector. Automobiles and steel productions in particular have been the most important activities in the Michigan economy, and so fluctuations in the U.S. demand for automobiles and various capital goods will induce big fluctuations in the activities of the Michigan economy. This fact is also used to justify the exclusive use in the model of three particular national variables: the U.S. demand for automobiles AUTO; the U.S. demand for new producers' durables PD, and the other U.S. private final demand. A typical equation in the Michigan model (1) is the one which explains annual changes in gross state product, namely

\[ \Delta GSP = -0.626 + 0.228 \Delta AUTO + 0.136 \Delta PD + 0.08 \Delta OTHER \]

The regression coefficients can be considered as weights attached to the three national variables to represent their individual contributions to the explanation of annual changes in GSP. Considered in this way, equation (3.2.1) suggests that an increase in the annual change of one

2. See Chapter Two, Section 2.2 about this Use of REM.

3. This is substantiated by comparing the ratio \( \frac{\text{Manufacturing GP}}{\text{Total GP}} \) for both Michigan and the U.S. In 1963, the Michigan ratio was 45%. cf. the U.S. ratio of only 28% which implied heavy concentration of manufacturing activities in Michigan.
of the national variables AUTO, PD, and OTHER, the other two being held constant, will induce an accompanying increase in the annual change of GSP equal to approximately twenty-three per cent, fourteen per cent, and eight per cent, respectively of the annual changes in the variable concerned. In like manner, the three industrial components of GSP: manufacturing; trade; and other services; are explained by these three national variables. The remaining industrial components of GSP are explained by somewhat different procedures, however. For instance, gross product originating in agriculture is explained by an annual trend; government product is assigned on the basis of budgetary and expenditure projections based on needs; mining product is regressed on the level of U.S. construction activity (net of residential construction); and gross product originating in construction is determined by a statistical formula.  

The three national variables (ΔAUTO, ΔPD, and ΔOTHER) are also used to explain retail sales and its various components. But in this case, not all the three national variables are used in the same equation as is done in the equation which explains ΔGSP. For instance, the equation which explains annual changes in total retail sales ΔRS has included both ΔAUTO and ΔOTHER but not ΔPD, the latter being left out because it contributes little to the explanation of ΔRS. Again, the equations for retail sales in general stores and in furniture stores include ΔAUTO and ΔPD but not ΔOTHER.

We turn next to the equations for total employment and the various types of employment. Total employment is disaggregated into

agricultural employment and various categories of non-agricultural employment. Agricultural employment is explained by an annual trend. As for the various categories of non-agricultural employment, manufacturing employment is explained by $\Delta \text{AUTO}$ and $\Delta \text{PD}$, non-manufacturing employment by $\Delta \text{PD}$ alone, and self-employment by an annual trend. Government employment is assigned a value as in the case of government product.

The model also explains population, labour force, and unemployment. Annual changes in population $\Delta P$ is thought to be due to two sets of factors: natural increase and net migration. Natural increase is explained by an empirical relationship while net migration is explained by the difference between the unemployment rates of Michigan and the U.S., both current and lagged one year. Annual change in the labour force $\Delta L$ can be calculated by applying a constant labour participation rate to $\Delta P$. The difference between $\Delta L$ and $\Delta E$ (annual change in total employment) gives the annual change in the level of unemployment $\Delta U$.

Finally, we will describe the treatment of total personal income and its components in the Michigan model. Total personal income is disaggregated into wages and salaries by major sectors, other labour income, property income, transfer payments, and social insurance payments. Annual changes in total personal income is regressed on $\Delta \text{AUTO}$ and $\Delta \text{PD}$. In addition to these two national variables, other national variables such as expenditure on gas and oil, transport services, and food and beverages, are also used to explain various types of wage and salary income and property income. For other components of personal income, procedures similar to that used in determining the various components of GSP and retail sales have been adopted.
Given the forecasting equations for gross state product, employment, retail sales, personal income, and the various components of the above variables, the model can be used to project state tax revenues. This is said to be the prime objective of the Michigan model (1). However, this projection procedure is not reported in the original study and is therefore not covered in this survey.

The structure of the model is entirely geared to national demand factors. Little consideration is given to the determination of any independent influence of local demand. That is, none of the (endogenous) state variables are influenced by other (endogenous) state variables, only by (exogenous) national variables. Retail sales, for instance, are usually generated by local spending, but, in the Michigan Model (1), are a function of U.S. Automobile Expenditures and Other Private Gross National Product. A more realistic model would relate them to local variables such as personal disposable income.

The presentation of the model was evidently intended for officials without statistical background, for it contained no measures of the "goodness-of-fit" of the regressions, other than occasional references to the amount of variation accounted for. Although little discussion of technique is included, ordinary least squares regressions seem to have been used.

5. See Research Seminar in Quantitative Economics, Ibid.
Michigan model (2) is similar in structure to Michigan model (1) in that it attempts to relate a particular regional variable to a set of national variables. However, it is much more limited in its scope. Unlike the more comprehensive Michigan model (1) which attempts to develop seventy-eight forecasting equations for a set of regional variables as described earlier, model (2) attempts to develop only eight relationships. These are for total personal income and seven industrial components of wage-income, namely wages and salaries originating in manufacturing, finance, insurance and real estate, wholesale and retail trade, constructions, transport and public utilities, state and local government, and services. A total of ten potentially relevant national variables have been tried by a stepwise regression procedure\(^7\) in order to identify the statistically significant regressors. Six have been so identified. They are respectively GNP, total U.S. unemployment TOTUEJ, industrial production ENDP, manufacturing and trade sales MFGTR, retail sales RETSLS, and manufacturers' shipments, inventories and new orders MFGSIO. Thus, the set of significant independent national variables used in model (2) is different from that used in model (1).
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6. D.A. Leabo [112].

7. For a discussion on Stepwise Regression, see Section (6,2) in Chapter Six.
The Michigan model (2) is also different from model (1) in respect of its intended use. Whereas model (1) is designed primarily for forecasting, model (2) is designed to study the sensitivity of the state's income to fluctuations of the nation's economy. That is, model (2) is designed to measure the increases or decreases in personal income originating in various industries in Michigan as a result of a cyclical rise or decline in general business conditions in the nation's economy as represented by some percentage increase or decrease in some of the national economic indicators. This sensitivity of Michigan's personal income to economic conditions nationally was studied through the eight stepwise regressions using first difference data. Each industrial component, as well as total personal income, was correlated with the selected national economic indicators. From these eight regressions, the effects of a 5% rise and then a 5% fall in the national economic indicators on total Michigan personal income and its seven industrial components were measured. It was found that for a 5% rise in the national economic indicators, total personal income, wage and salary income in manufacturing, and wage and salary income in finance, insurance and real estate increased by 6.3%, 7.2%, and 8.0% respectively, whereas for a 5% fall in the national economic indicators, the corresponding figures were 1.3%, -3.7%, and 3.8%. From these results, it was concluded that "... while total Michigan personal income,
wages and salaries, and finance, insurance and real estate wages and salaries tend to rise faster than the nation's economy on the upswing they do not drop as far. In the same way, the sensitivity of other industrial components of personal income was also studied.

3.3 Existing Theory-Based Regional Econometric Models

In this section, we will present ten of the existing theory-based REM. By contrast with the empirical REM discussed in the previous section, these ten models are invariably developed through consideration of some economic theory rather than as the result of empirical experimentation. Also, they are designed to study the structural relationships in the regional economy rather than merely to serve as an expedient forecasting tool. The ten models in question have been classified into four main groups: REBM, RSAM, RPFM and RIOM. Each will be discussed in turn under the appropriate heading, beginning with the REBM.

3.3.1 Regional Economic Base Models

Recall that in Chapter Two, Section 2.3.2a above, it was pointed out that the main use of REBM, in general, is to obtain estimates of regional employment and income multipliers. It was pointed out also that in order to obtain estimates of regional multipliers, total industry employment or income must be divided up into the basic and the service (non-basic) portions (i.e. the base-

8. See Leabo, Ibid. p. 547.
identification problem). Now, we will present two examples of REM to illustrate how the base-identification problem has been solved in existing REM in order to obtain regional multiplier estimates.

(a) **The Los Angeles Model**

This study was a pioneer work in empirical REBM. Through exploration of the employment multiplier hypothesis, the authors suggested that by "... correlating changes in localized community employment with changes in non-localized community employment, [it was possible] to derive an employment multiplier for the 'export' trades in a local area." No formal model was presented, however. Monthly employment data was used to obtain estimates of the employment multiplier for the period 1940-47. The region under study was the Los Angeles county in the United States.

In accordance with the employment multiplier hypothesis, community industries were classified separately as localized (home production) or non-localized (export). This was done on the basis of the industry's location quotient which was defined as a measure of the relative concentration of employment in a given industry in one area compared with another area. Employment location quotients were calculated industry-by-industry for each of 44 industry groups. These were then used as indexes of the primary market orientations.

9. G. H. Hildebrand and A. Mace, Jr. [100].

10. Note that the original authors used the terms "localized" and "non-localized" employment. This corresponds to our usage of "non-basic" and "basic" employment in Chapter Two, Section 2.3.2a.

11. See Section 2.3.2a, Chapter Two for a discussion of the regional multiplier hypothesis.
of industries in the region. Industries with "relatively high" location quotients were classified as "export" industries in the region. Since the authors were not satisfied with an arbitrary designation of, say, 1.00 as a minimum quotient value in the comparative classification procedure, they decided to obtain by statistical means such a minimum limit. They then decided that 1.508 was the proper value of the statistical limit desired for the classification procedure.

Once the industries of Los Angeles county had been allocated to either the localized or non-localized category, they were summed to give total localized employment in the county \( x_1 \) and total non-localized employment in the county \( x_2 \) for each month. A regression of \( x_1 \) on \( x_2 \) was run using the available 37 pairs of monthly observations for selected years in the period 1940-47. The equation obtained was

\[
(3.3.1) \quad x_1 = 222,000 + 1.248x_2,
\]

with a correlation coefficient of above +.95. On the basis of such a high value of the correlation coefficient obtained, the authors were satisfied with the regression results and concluded that the correct employment multiplier estimate for Los Angeles county was 1.248 for the period 1940-47.

In this study, the author uses a very simple model to evaluate the effect of defense expenditures on employment. The model is a typical economic base study, dividing the economy into "basic" and "non-basic" industries. The criterion for the dichotomy is whether the output of the industry is exported or sold locally, the basic assumption being that external trade is the primary propellant of the economy. The classification of industries is done through both the use of location quotients and some other simplifying procedures.

Total employment $T$ is divided into two components: employment in locally-oriented industries $L$, and employment in export-oriented industries $X$:

\[(3.3.2) \quad T = L + X.\]

Next, it is assumed that employment in locally-oriented industries is a function of the level of total employment:

\[(3.3.3) \quad L = a + bT.\]

Actually, the author expresses $L$ as a function of the current value of $T$ and lagged values of $T$. However, as his appendix indicates, the introduction of lagged employment does not affect the estimates of the multiplier, and the model can be expressed in a simpler way by utilizing this fact.

13. K. Sasaki [130].
Substituting for $L$ in equation (3.3.2), we can express total employment as a function of export-oriented employment:

$$T = \frac{1}{1 - b} (a + X)$$

where \( \frac{1}{1 - b} \) is the employment multiplier \(( = \frac{\Delta T}{\Delta X} )\).

To estimate the multiplier, data on total employment and on locally-oriented employment are needed. The data on total employment were available. To construct data on the locally-oriented employment, three methods were used:

(a) When data on exports and outputs were available, total employment in the industry was divided into export- and locally-oriented by multiplying total employment by the ratio of exports to total output.

(b) Utilizing location quotients, where data on output and exports were not available.

(c) Using the nature of the industry, e.g. finance and local government are locally-oriented, and hotel and federal government are export-oriented.

From the data thus constructed, equation (3.3.3) was estimated as

$$L = 0.07 + 0.224T \quad r^2 = 0.81$$

The value of the employment multiplier is therefore 1.29 \(( = \frac{1}{1 - 0.224} )\) for the state of Hawaii.
3.3.2 Regional Social Accounting Models

In this section, we will present three of the existing RSAM. As described earlier in Chapter Two, RSAM are aggregative, multi-sectored (rather than two-sectored as in REBM) national-income determination models of the Keynesian lineage. Behind this Keynesian framework is a set of income and product accounts.

Each of the three RSAM which we are about to describe has been developed on a set of income and product accounts, although it must also be mentioned that the way in which the set of accounts was developed differs from model to model. The first RSAM to be described is the Puerto Rico model. In this model, a full set of income and product accounts was available. Then we will describe the Ohio model which has been developed on an incomplete set of income and product accounts. The last model we will describe in this section is the Illinois model. A system of regional social (income) accounts was developed to implement this model by allocating a share of the components of the National Income and Product Accounts for the United States to Illinois. We will now discuss each of these three existing RSAM in turn, first beginning with the Puerto Rico model.

(a) The Puerto Rico Model

Puerto Rico is a semi-autonomous region of the United States with strong trade ties with the "mainland". Because of her political relationship of "free association" with the United States,

"...free trade, free flow of capital and unrestricted migration of population (occur) between the two." This particular relationship between Puerto Rico and the United States, therefore, justifies our treatment of Puerto Rico as a region of the United States (see our definition of a 'region' in Section 1.1 in Chapter One) and our inclusion of the Puerto Rico model as a regional econometric model in the present discussion.

The model has twenty-three stochastic equations which explain six categories of consumption expenditures, three types of output, three exports, eight import components, two investments, and one wage share. The model concentrates on the following five main sectors of the economy: consumption, investment, exports, imports, and production. Government sector activity is taken to be exogenously determined.

Six categories of consumption expenditures have been explained by the model. For food, services, and non-durables, the usual consumption function is assumed although some demographic variables are also included. Thus, in addition to disposable income, family size and population are used to explain expenditures on food and on services respectively. For expenditures on housing, automobiles, and durables, a distributed-lag formulation is adopted which after a Koyck-type transformation reduces to the following form:

\[ C_t = aY_t + \lambda C_{t-1}, \]

where \( a \) and \( \lambda \) are parameters.

Total investment has been split into three categories: inventory change, other private investment, and government investment. Government investment is considered to be exogenously determined. Inventory change is explained simply by changes in income. Other

\[ ^{14a} \text{Ibid., p.319.} \]
private investment which consists mainly of foreign investment (from U.S. investors) has been regressed on the level of take-home profit MS₂ of the foreign investors and on gross product GP. The explanatory variable MS₂ is used as a proxy for the current level of profit on foreign investment and the second variable GP as a proxy for the influence of economic outlook on investors. So the two explanatory variables when taken together serve as a proxy for the total effect both of the current level of profit and of expected profit on the investment pattern.

Total exports has been split into three groups: traditionally traded commodities X₁, non-traditionally traded commodities X₂, and service exports X₃. Three explanatory variables have been used to explain each group of exports. They are the U.S. expenditure on the related commodities CUS, the U.S. price index for the same group of commodities PUS, and the output of Puerto Rico in its related sector Q₄. CUS is used to proxy for the income of the importing country. PUS is used instead of the more common relative price ratios or differences between the export price of Puerto Rico and the home price of the U.S. This is so because export prices in Puerto Rico are expected to be very largely governed by U.S. behaviour, and hence the Puerto Rican exporter is considered to be a "price-taker". The last explanatory variable Q₄ is used to represent the effects of the supply constraints on the behaviour of exports.

Total imports has been disaggregated into four classes of consumer goods (food, automobiles, non-durable goods and durable goods); raw materials; investment goods; service payments firstly for investments from the U.S. MS₂, and secondly for transportation, travel and
miscellaneous $MS_1$. In the case of each of the consumer-good categories three imports are regressed on the corresponding consumption expenditure. Imports of durable consumer goods are regressed on the consumption expenditure on durables and on the one-year lagged value of durable imports. Since raw materials are imported to be used as inputs in further production variations in the level of raw-materials imports depend on the level of production. Hence manufacturing production $Q_m$ and production in the other industries $Q_r$ are included to explain raw-materials imports. Imports of investment goods is regressed on total investment and a time trend to represent the growth of such an import. For the remaining two items of imports, the "take-home" profit on foreign investment $MS_2$ has been regressed on its own lagged value and on gross product; and $MS_1$ has been regressed on total merchandise imports and on net income. With this, we have completed our discussion of the expenditure-side of the Puerto Rico model. The expenditure components are connected with the "real" side of the model through a production function, and it is this real-side of the model which we will next discuss.

The productive system in the Puerto Rico model has been disaggregated into three sectors: agriculture, manufacturing, and the rest. Total output $Q$ depends linearly on total employment and capital (instead of the usual log-linear formulation). This is done on the basis that the time period under investigation refers to a linear segment of the overall, basic non-linear function. For manufacturing and the "other" outputs, employment in the respective sectors and total private investments ($I_p + I_n$) appear as regressors in the
equations concerned. Total private investments is used instead of the usual capital stock variable because disaggregated capital input data are not available.

On the whole, the Puerto Rico model resembles to a great extent a typical national model with most relationships in the Puerto Rico model specified in much the same way as in most macroeconomic studies. The model has the full benefit of a complete set of social accounts which forms the framework for the "Identities" in the model, e.g. Gross Product is the sum of Consumption, Investment, Government and the Net Foreign Balance. The main weakness of this model lies in the trade relationships. As noted by its authors, the island's economy depends very much on her exports to the United States. Yet, in specifying their export equations, they view the export process as one limited by the supply side of the Puerto Rican economy. Exports are related to Agricultural and Manufacturing Output, Lagged Government Investment and Imports of Raw Materials. Variables representing the United States Economy, i.e., representing demand conditions, do not appear in the export equations. This seems to be a serious shortcoming in a model purporting to represent an economy so closely tied to the United States.
The Ohio Model 15

The Ohio model is an interdependent system consisting of twenty-seven equations of which sixteen are stochastic. The model is made up of five segments: consumption, investment, personal income and federal income tax, outputs by sector, and tax equations. As mentioned earlier (p. 53), the Ohio model is developed on the basis of an incomplete set of income and product accounts. The incompleteness is due mainly to the lack of the required statistics. The most important missing data include foreign trade data, consumption expenditure data, investment data (excepting for the manufacturing sector). Hence, no foreign trade sector has been included in the Ohio model. Nor are there a regional consumption function, investment functions for sectors other than manufacturing.

The consumption sector has two equations which explain retail sales less automobiles $R$ and the dollar sales $A$ of new car dealers respectively. Total manufacturing investment is broken down into expenditures for structures $IS_{MA}$ and expenditures for machinery $IM_{MA}$. Personal income is regressed on $AGSP$ and $GSP$. Federal income taxes are regressed on personal income. The output sector consists of equations regressing components of $GSP$ on relevant explanatory variables, some of which are national variables (e.g. $GNP$). The other explanatory variables are endogenous variables from other sectors of the model. For example, gross state product in trade $GSP_{td}$ is regressed on sales by new car dealers $A$ and retail sales $R$ less $A$. It is in the output sector of the model that we observe the interaction among

15. H. L. L'Esperance, G. Nestel and D. Fromm [113].
some of the endogenous variables. There are two tax equations in the model which explain the gallons of taxable motor fuel sold in Ohio and the sales tax receipts respectively.

The model has the components of a macroeconomic model, but these are not drawn together in such a way as to represent a consistent structure of the Ohio economy. In particular, the gross state product and the expenditure elements of the model are scarcely related to each other. This characteristic is a major shortcoming in that it is difficult to see in what sense the equations come together to form a model.

But the most important feature of the Ohio model is the inclusion of the various policy variables into the model. Thus the percentage change in the amount of automobile installment credit outstanding in the U.S. (ΔAC/AC) is used to explain sales by new car dealers A in the consumption sector. In the investment sector, interest rates on corporate bonds RCB and interest rate on 90 day Treasury bills RTBS are used to explain ISMA and ITMA respectively. In the output sector, military prime contracts awarded in Ohio MPC is used to explain manufacturing gross products; new housing units authorized in permit issuing places in Ohio HP is used to explain GSPcc gross product in contract construction. Other policy variables included are Ohio's gross state product in federal government GSPfg and in state and local government GSPslg. The inclusion of such policy variables into the model greatly facilitates the job of policy evaluations. Thus the effect of a certain percentage change in any one of the policy variables on the set of regional variables can be evaluated by solving simultaneously the equations in the model. However, some criticisms have been leveled at the nature of the policy variables included.
It has been argued that some policy variables such as MPC, RCB, and RTBS are beyond the control of the Ohio state government and are hence not genuine policy variables.

(c) The Illinois Model\(^{16}\)

In this model, the different economic activities of the Illinois economy are represented by a system of fourteen relationships which include twelve behavioural equations and two identities. The endogenous variables (i.e., those explained by the model) include gross state product GSP, five expenditure components (consumption C, business and residential investments IB and IR, state and local government purchases G), and the unallocated component (net exports) E), total personal income PI, disposable personal income DPI, personal income tax collection PT, and five state tax revenues (property TP, sales TS, tobacco TT, gasoline TG, and alcohol TA). The fourteen relationships of the model are estimated for the period 1929-1963 using annual data. The model is then turned into its reduced form to be used for both forecasting and for policy evaluation purposes. In the first application, the model is used to give projections of economic growth in the state between 1970 and 2010 (hence a long-range projection). Since the main objective of the model is concerned with the growth in aggregate demand at the state level, the projected variables are components of final demand, such as consumption expenditures, investment (both business and residential), and gross state product. In addition, several revenue variables representing sales tax collections, property taxes, and other

---

16. R. J. Green [23].
commodity taxes, are projected. These latter projections are obtained for the second application of the Illinois model to estimate the impact on the Illinois economy of various policy alternatives which are under the control of the state government. The projections show, for example, the effect of changes in various state tax rates on the growth of the state, and also the effect of the imposition of a flat rate income tax.

The Illinois model also explains five state tax revenues (property tax, sales tax, tobacco tax, gasoline tax, and alcohol tax), again using the general form (3.3.5) in most cases. The most important explanatory variables in the state tax equations are the various state tax rates. These are the policy variables in the Illinois model and they play an important role in the policy evaluation application of this model. By incorporating these state tax rates into the model, the model-builder can then investigate the impact on the Illinois economy of changes in these tax rates.
3.3.3 Regional Production Function Models

In this section, we will present three of the existing RPFM. As described in Chapter Two, Section 2.3.2c, the main features of RPFM include, firstly, that they pay more attention to the supply side of the region and less attention to aggregate demand and its components, the latter being the main concern in RSAM. Secondly, RPFM are long-run growth models very similar in some respects to the national econometric models of the Solow-type. But RPFM differ from these national growth models in that they employ quite a different concept (mechanism) of regional growth. In the three existing RPFM to be discussed, the first two models (the Massachusetts model and the Philadelphia model) rely on the simple economic base theory to explain the phenomena of regional economic growth whereas the last model (the Nova Scotia model) explains these phenomena by location theory. We will now describe each model in turn, first beginning with the Massachusetts model.

(a) The Massachusetts Model

The model consists of eight stochastic equations and six definitions and identities making a total of fourteen equations. The model is used to predict regional economic growth, and consists of

19. See R. M. Solow [132], and P. E. Smith [131].

20. F. W. Bell [72].
three major segments: a series of hypotheses to explain the total income received and therefore the total output in the state of Massachusetts, specifications relating investment expenditures to levels of output in the manufacturing and non-manufacturing sectors, and behavioural specifications to explain the state's labour supply and demand, and rate of unemployment.

The first segment of the model relates to income generation in the region. The simple "export base" theory, according to which regional economic growth depends largely on the region's ability to export products and hence derive income from "outside" the region, is used to explain regional economic growth. The remaining sectors of the regional economy (called the service sector) derives income from the region's own activities. Thus export income \( X \) is regressed on GNP as

\[
(3.3.6) \quad X_t = a + b \ GNP_t,
\]

and the local service income \( S \) is related to the total "received" income \( V_1 \) as

\[
(3.3.7) \quad S_t = c + d(V_1)_t,
\]

where \( a, b, c, \) and \( d \) are parameters. Total received income is by definition given by:

\[
(3.3.8) \quad (V_1)_t = X_t + S_t.
\]
In equation (3.3.6), the variable (GNP) is used to represent all sources of export incomes which may include income from product sales, capital income from foreign investment and various transfer payments from the federal government. Total received income $V_1$ in equation (3.3.7) is used as a proxy variable for the ability of the region to consume local services. Thus given GNP, export income $X$ is determined which helps to determine service income $S$ and hence total received regional income.

The second segment of the Massachusetts model shows the relationships between regional investment and output in both the manufacturing and non-manufacturing sectors. According to the model, the manufacturing sector is the export sector, and the non-manufacturing sector is the service sector. The investment functions for both sectors are of similar form and have been derived from two hypotheses. The first hypothesis states that the percentage increase in the capital stock during the year is a fixed proportion, $g$, of the percentage gap between the desired stock $K_t^*$ and the actual stock $K_t$. This may be represented by the following equation:

$$ (3.3.9) \quad \frac{K_t}{K_{t-1}} = \left( \frac{K_t^*}{K_{t-1}} \right)^g \quad (0 < g < 1) $$

The second hypothesis states that the desired capital stock is a log-linear function of regional output and the level of technology, the latter variable being represented by a time trend $t$. Thus the second hypothesis can be represented as
where \( f, m, p \) are parameters and \( V_2 \) is the region's output (or total produced income in the region).

Since it has been shown by Borts\(^{21}\) that the ratio \( V_2 \) to \( V_1 \) is always a constant, \( V_2 \) in equation (3.3.10) is replaced by \( V_1 \) to give

\[
(3.3.10') (K_t^*) = f(V_1)_t (1 + p)^{-t}
\]

Substituting equation (3.3.10') into equation (3.3.9) we have the following investment function:

\[
(3.3.11) \frac{(K_t/K_{t-1})}{m} = f^g(V_1)_t^{gm} (1 + p)^{-gt} (K_{t-1})^{-g}
\]

Taking the manufacturing sector as the export sector and the non-manufacturing sector as the service sector, we can substitute export income \( X \) and service income \( S \) for \( V_1 \) in equation (3.3.11) to arrive at the investment functions for the two sectors:

\[
(3.3.11') (K_t/K_{t-1})_m = f'g'(X_t)_t^{gm'} (1 + p')^{-g't} (K_{t-1})^{-g'}
\]

\[
(3.3.11'') (K_t/K_{t-1})_{nm} = f''g''(S_t)_t^{gm''} (1 + p'')^{-g''t} (K_{t-1})^{-g''}
\]

Given that \( X_t \) and \( S_t \) are determined in the first segment of the model, \( (K_t)_m \) and \( (K_t)_{nm} \) can be determined by equations (3.3.11') and (3.3.11'') respectively.
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Finally a Cobb-Douglas production function with a shift parameter representing neutral technological progress is formulated to relate the gross regional output $V_2$ to capital- and labour-input services. This regional production function is as follows:

$$(3.3.12) \quad (V_2)_t = A(1 + r)^t K^h_t L^{1-h}_t.$$  

The last segment of the model determines labour supply, labour demand, and the unemployment rate. Actual supply of labour is defined as the sum of the expected supply of labour and the change in population due to migration. Given the size of the population $P$, the expected supply of labour $N_e$ is calculated by applying a constant participation rate to $P$. Net migration at time $t$ is regressed on the last period difference between $N_e$ and $L$ (the demand for labour). The demand for labour cannot be determined until the real wage rate $W$ is determined. This can be seen as follows. By differentiating the production function (equation (3.3.12)) with respect to labour, we have the marginal physical product of labour $MPP_L$ given by:

$$(3.3.13) \quad MPP_L = A(1 - h)(1 + r)^t \left( \frac{K}{L} \right)^h_t.$$  

Assuming profit-maximization under perfect competition the real wage rate $W$ equals $MPP_L$ and is hence given by:

$$(3.3.14) \quad W_t = A(1 - h)(1 + r)^t \left( \frac{K}{L} \right)^h_t.$$
Solving equation (3.3.14) for \( L \), we obtain the equation for labour demand as:

\[
(3.3.15) \quad L_t = \left[ \frac{A(1 - h)(1 + r)t^h}{W_t} \right]^{1/h}.
\]

After estimating the production function (equation (3.3.12)), all parameters on the right hand side of equation (3.3.15) are determined except \( W_t \).

There are various theories concerning the behaviour of money wages at the regional level. The most important one is the Phillips' hypothesis which states that the rate of change of money wages responds negatively to both the level and the change in the unemployment rate. If the Phillips' hypothesis is valid at the regional level, then there will be a "feedback effect" of unemployment on the behaviour of wages, and in turn on labour demand. However, if the Phillips' hypothesis can be rejected, we may conclude that regional unemployment is essentially frictional, or that any disequilibrium in the regional labour market has been eliminated through migration.

Various forms of the Phillips' hypothesis are tested in the Massachusetts study but the results are all found to be negative. Hence it is concluded that regional money wage rates are quite unresponsive to market forces. Real wages are then postulated to increase secularly on the basis of technological change and capital-labour substitution and exhibit no pronounced reaction to unemployment. The real wage is hence made a function of time:

\[
(3.3.16) \quad W_t = B(1 + w)^t.
\]
Once $W_t$ is determined by (3.3.16), labour demand can be calculated by equation (3.3.15). The difference between the actual labour supply and the demand for labour gives unemployment.

Apart from the three income determination equations, the model deals with the state's production, investment, population, labour supply and labour demand functions. Hence, in a sense, it represents a miniaturization of the national growth models.

There is one interesting feature of the model, however, and this is that its forecasts depend almost entirely on trends in U.S. Gross National Product since the endogenous variables in it are either determined directly by GNP or by other variables which have been determined by GNP. There is no simultaneity among the endogenous variables. This may have the virtue of being simple, but does not explain important interactions among local variables. In addition, with the exception of the Investment, Wage and Migration equations, the model gives little more information than an economic base model.
(b) The Philadelphia Model

The model is made up of twenty-six equations of which seventeen are structural equations. The model contains two blocks: the "main-block" with fifteen equations, and the "government-block" with only two equations. Within the main-block, the equations determine simultaneously various activities relating to gross regional product, employment, population, prices and wages, and personal income. Personal income, being determined by equations in the main-block, is then used to explain the level of government expenditures which is one of the two endogenous variables in the government block. Thus activities in the main-block help to determine activities in the government-block but not vice versa. In this sense, the model is "block-recursive".

In several ways, the Philadelphia model resembles the Massachusetts model which we have already described. For this reason, it is appropriate to compare the two models. Both models have been used to predict regional economic growth by incorporating the simple "export-base" theory into the model. In both cases, the manufacturing sector is taken to be the export sector and the remaining sectors taken together constitute the service sector. The national variable, GNP, is related directly to the output (or income in the case of the

22. N. J. Glickman [38].
Massachusetts model) of the export sector and personal income (or total received income) is used to explain the service sector's output. Regional growth is then explained in the following way. The growth of GNP determines the growth of export income (or output) which, in turn, determines the growth of local income.

The two models are similar in other respects, also. Both models focus on the supply side of the economy. Like the Massachusetts model, the Philadelphia model has an investment function, wage equations, and equations for labour demand, labour supply, population, and net migration. Unlike the Massachusetts model, however, it has no production function; instead it has a consumption function and a price equation. The Philadelphia model also has a small government sector.

In the Philadelphia model an investment function is formulated for the manufacturing (export) sector. Instead of the more complicated log-linear formulation adopted in the Massachusetts (henceforth M.) model, a linear function is adopted to explain investment in terms of capital stock, output, and lagged investment. In determining the size of the labour force L, the two models follow different procedures. Instead of L being calculated by applying a constant participation rate to the population figure as is done in the M-model, the Philadelphia (henceforth P.) model explains L by total employment E and "time". The rationale behind this formulation is that L is influenced by employment opportunities (proxied by E) and migration (proxied by "time"). Labour demand (or Employment) equations also differ in the two models. In the P-model, employment equations are essentially inverse forms of the simple production function.
This is not the case in the M-model. Like the M-model, the framers of the P-model have tested various formulations of the Phillips' hypothesis in explaining regional wages. The same negative result has been obtained and the regional Phillips' hypothesis has been rejected. The P-model then explains the average money wage rate in the region by an empirical formula relating the regional level of unemployment and the national wage rate to the regional wage rate. Consumer prices are determined in the P-model as a function of average unit labour costs and total employment. The use of the former explanatory variable implies a pricing scheme in which firms set prices as a mark-up over unit labour costs. The inclusion of the latter variable \( E \) in the price-equation represents cyclical patterns in price-setting.

The most serious weakness, for policy purposes, of the M-model is the omission of the government sector. This point has been improved on by the P-model by including a "small" government sector. Nevertheless, due to data limitations, only total (local) government revenues and government expenditures have been explained by the two equations concerned in the government-block. Wherever possible, it seems to be desirable to include more government equations in the model. The other weakness of the P-model is its lack of "feedback" effects from the government-block to the main-block. Thus the government's activities could not affect the variables in the main-block. For this reason, no government multiplier can be calculated.
The Nova Scotia Model

This is another model developed for the special purpose of studying regional economic growth. But unlike the previous two RPMF (the Massachusetts model and the Philadelphia model) which explain regional growth by the simple economic base theory, the Nova Scotia model explains the growth phenomenon by location theory. As argued by the authors of the Nova Scotia model, regional growth does not take place as the result of increasing export demand but rather through new productive investment (i.e. new job-creating investments). An open region is thus viewed primarily as a place competing with all other places in the nation in efforts to attract new investments, and since these new investments take place on the basis of individual location decisions of entrepreneurs, the model concentrates on factors which affect the locational decisions of entrepreneurs. Hence, the core of the model is based on investment functions which try to determine the effects of various locational factors upon the attractiveness of the region for investments in new productive facilities.

The Nova Scotia model is comprised of fifty-four equations of which thirty-one are structural, five are balancing, and the remaining eighteen are definitional equations. There are 104 variables in the model including 54 endogenous variables and 50 predetermined variables. There are eight target variables included among the endogenous variables and also eight instrument variables included among

---

23. S. Czamanski [12].

the predetermined variables. This model is, therefore, the largest of all the REM included in our survey. The model is divided into seven sub-models, namely: (1) Iron and Steel Industry; (2) Manufacturing and Employment; (3) Output and Investments; (4) Households; (5) Governments and Trade Deficit; (6) Population and Migrations; and (7) Welfare. The seven sub-models differ from each other in degree of complexity and in the number of equations. Because of the large size of the Nova Scotia model, we will not discuss all the seven sub-models, but rather we will describe only the Manufacturing and Employment sub-model which, from several points of view, is regarded by the original authors as the most significant. 25

This sub-model is comprised of seven equations and two identities. It deals with two closely related problems: total employment in the regional economy and developments in the manufacturing sector (which is the most important sector of the Nova Scotia economy). Total employment equals the sum of employment in agriculture, forestry and fisheries; mining; manufacturing; commercial services; governments; and in the iron and steel industry. Of the six basic components of employment in the regional economy, two, namely employment in mining and in the primary iron and steel industry "... are largely determined by political and not by economic considerations". 26 Consequently, they have been treated throughout as data variables. By contrast, employment in agriculture, forestry and fisheries; commercial services; and by governments, including military personnel, are taken to depend

upon developments in the Nova Scotia economy and have been dealt with by separate equations. Employment in agriculture, forestry, and fishing has been explained as a function of commercial farming while employment in commercial services has been explained as a function of the degree of urbanization as represented by the variable total urban population in Nova Scotia. Employment in governments has been explained as a function of military expenditures which is an instrument variable.

With respect to manufacturing, "... the general paucity and low quality of data precluded the successful estimation of a production function of a conventional type." Instead, value added in manufacturing is explained as a function of capital stock and of average size of plant. The determination of capital invested in manufacturing hinged upon a successful estimation of an investment function. Investment in manufacturing has been explained as a function of government investments in infrastructure such as power plants, transportation facilities, and industrial estates, and of an accessibility index. This last variable refers to changes in accessibility to centres of manufacturing activity in Canada, in accessibility to population centres, and to the tonnage handled in Halifax harbour. Both explanatory variables were taken with a four-years' lag.

27. Ibid., p. 72.

28. This is so because capital invested in manufacturing at the end of the current period is equal to total capital in existence in the previous period and investments made in that period.

29. This variable is taken as one of the locational factors which attract entrepreneurs to invest in manufacturing in accordance with the location theory. For details, see Czamanski, Ibid.
Finally, exports of manufacturing products have been explained in terms of demand in the rest of the country, measured by GNP, and of the competitive ability of Nova Scotia manufacturing production as represented by the difference in price levels for manufactured products in Canada and Nova Scotia (c.f. export equations in the Philadelphia and in the Massachusetts model).

Notice that there are nine endogenous variables and nine equations in this sub-model. The system is diagonally recursive, a feature which enables it to be estimated by ordinary least squares.

Production and investment functions have also been estimated for other sectors besides the manufacturing sector using the same approach which is essentially to treat the sector from a "supply" point of view. Consumption functions and, generally speaking, a study of demand forces play only a subsidiary role in the Nova Scotia model.

By incorporating both the target and instrument variables, the Nova Scotia model can be used either in policy analysis or in planning as well as for forecasting regional growth.

3.3.4 Regional Input-Output Models

As we concluded in Chapter Two, Section 2.4, the main use of RIOM is in regional planning. Having specified the targets and the instrument variables, and set up the inter-industry (or inter-sectoral) structure of the regional economy in a regional input-output table, decisions as to the appropriate instruments to be used to achieve a certain target (or targets) can be made by solving the RIOM.

30. See Czamanski, Ibid., pp. 55-58, for an exposition of this model feature.
The inputs are values of the specified targets while the outputs give desired values for the instrument variables (see Section 2.3.2d). Also recall that in connection with regional planning (Section 2.2), we have described both the "fixed" target approach to planning originally expounded by J. Tinbergen and the "flexible" target approach expounded by H. Theil.

Both of the RIOM which we are about to describe were developed for use in regional planning. The first (the Oahu, Hawaii model) follows the "fixed" target approach, i.e. fixed values of the targets are fed into the model which is then solved to give estimates for the instrument variables. The second model (the New Mexico model), on the other hand, follows the "flexible" target approach in that an objective function is established and then maximized by the optimizing technique of linear programming. We will first present the Oahu, Hawaii model.

(a) **The Oahu, Hawaii Model**\(^{31}\)

This model is developed for economic planning and growth for the island of Oahu, Hawaii. The novel feature of the Oahu, Hawaii model is that it attempts to quantify and integrate planning goals (or targets) within the model itself. In other words, the model projects economic growth and the types and levels of certain kinds of exogenous spending necessary to achieve four planning goals. These goals, specified in quantitative terms, are related to the shape of income distribution, to desired levels of population, to external payments outside the island, and to the combined budgets of state and local...
government agencies. For example, not only does the model predict total incomes but distributes these incomes among three household categories - low-income, middle-income, and high-income households. Labour demands from the industrial, household, and government sectors are also divided into three groups - demands for skilled, unskilled, and medium-skilled labour - with income used as a proxy measure of skill levels. No discussion is provided, however, on how the planning goals themselves were derived.

The local economy was conceived of as a household sector plus sixteen industry sectors including a service sector and state and local expenditures (excluding public investment spending). The driving force of the local economy was exogenous spending divided into four categories: (1) federal defense spending in Oahu, (2) tourist expenditure in Oahu, (3) research and development expenditures in Oahu, and (4) public and private investment in Oahu. Instead of assuming certain levels of exogenous spending to drive the local economy, this model assumes certain planning goals and then derives as an output the levels of exogenous spending in these four categories necessary to achieve the planning goals. Now we will describe the Oahu model in more detail.

Let there be n industries. The demand for the output of the i\text{th} industry, \( D_i \), is the sum of consumers' demand, \( C_i \), investment demand, \( I_i \), government demand, \( G_i \), foreign demand, \( E_i \), and the intermediate demand of other industries, \( X_i \), such that

\[
D_i = C_i + I_i + G_i + E_i + X_i
\]

32. Recall that in Chapter Two, we have stressed the point that planning models operate in a reverse way to policy models. See Section 2.2.
Consumers' demand for commodity (i) is assumed to be a function of total consumption \( C \) such that

\[
(3.3.18) \quad C_i = c'_i C
\]

Total consumers' expenditure is assumed to be a function of current disposable income so that

\[
(3.3.19) \quad C = c'(1 - t_f - t_s - t_l)Y,
\]

where \( c' \) is the propensity to consume out of disposable income and \( t_f, t_s, \) and \( t_l \) are the proportions of income paid in federal, state and local taxes. As for the remainder of their incomes, consumers allocate them to purchases from other consumers (domestic service and rent) and to imports. Both of these are expressed as functions of disposable income, with savings treated as a residual.

The next two components of demand for commodity \( i \) are investment demand and government demand. Each is assumed to be a portion of the relevant aggregate magnitude:

\[
(3.3.20) \quad I_i = q_i I
\]

\[
(3.3.21) \quad G_i = G_{iD} + G_{iD} = g_{iND} + g_{iD},
\]

where \( I \) is total investment, \( G \) is total government spending and the superscripts ND and D denote "non-defense" and "defense" respectively.
Foreign demand can be divided into two components: tourist expenditures, $V$, and commodity exports. Tourist demand for industry $i$'s output is assumed to be a fraction of total tourist expenditures:

$$V_i = v_i V.$$  

For all but three industries (sugar, pineapple, and apparel) the demand for commodity exports is assumed to be a constant portion of the industry's output, $Z_i$, so that

$$E_i = e_i Z_i.$$  

Exports of sugar, pineapples, and apparel are treated as exogenous.

The last component of demand is $X_i$, intermediate demand.

Under the usual assumption of an input-output model, intermediate demand for commodity $i$ is the sum of the demand of each industry for commodity $i$ such that

$$X_i = \sum_j x_{ij}$$

where

$$x_{ij} = a_{ij} Z_j.$$  

Since data on the matrix of coefficients $[a_{ij}]$ were not available, the model introduces a set of assumptions to help construct $[a_{ij}]$. The estimates of the coefficient $a_{ij}$ are obtained in one of two ways depending on the industry. For some industries (sugar, pineapple,
agricultural products and mining) the coefficients were estimated by surveys. For the other industries, the parameters were estimated by a method which is very similar to the use of "location quotients". \(^{33}\)

Equilibrium in each of the commodity markets requires the equality between supply and demand. The supply of commodity \(i\) is divided into local production, \(Z_i\), and imports, \(M_i\). It is assumed that imports of commodity \(i\) is a function of the local output of the commodity:

\[
(3.3.25) \quad M_i = m_iZ_i.
\]

We can now express the equality of supply and demand for each commodity by

\[
(3.3.26') Z_i + m_iZ_i = c_i'[c'(1 - t_f - t_s - t_g)]Y + q_iI + g_{1i}^{ND} + g_{1i}^{GD} + v_iV + e_iZ_i + \sum a_{ij}Z_j + E_i,
\]

or

\[
(3.3.26) \quad Z_i = c_iY + q_iI + g_{1i}^{ND} + g_{1i}^{GD} + v_iV + (e_i - m_i)Z_i + \sum a_{ij}Z_j + E_i.
\]

It is to be understood that \(e_i = 0\) in the above expression (3.3.26) for sugar, pineapple, and apparel and that \(E_i = 0\) for all other industries.

---

33. For a discussion of the "location quotients" method of identifying the economic base, see Section 2.3.2a in Chapter Two, and Section 3.3.1 in this chapter.
Of the variables appearing in the right hand side of (3.3.26), consumers' income, $Y$, is not a truly exogenous variable. It is composed of incomes received by households for services performed for industry and for government:

\[ (3.3.27) \quad Y = \sum_j Y_j + Y_g. \]

Payment by industry to households is assumed to be a function of output:

\[ (3.3.28) \quad Y_j = w_j Z_j, \]

and income generated by non-defense expenditures $G_{ND}$ is similarly related to government payrolls:

\[ (3.3.29) \quad G_{ND} = a Y_g. \]

Next, it is assumed that incomes received from government can be expressed as a linear function of incomes received from industry:

\[ (3.3.30) \quad Y_g = b + d \sum_j w_j Z_j. \]

Combining (3.3.29) and (3.3.30) gives

\[ (3.3.31) \quad G_{ND} = ab + ad \sum_j w_j Z_j. \]

34. Notice that households', transfer payments, and incomes from foreign sources were ignored in our discussion.
Using equations (3.3.28) and (3.3.30) to substitute for incomes, and equation (3.3.31) to substitute for the non-defense portion of G in equation (3.3.26), we obtain

\[
(3.3.32) \quad Z = c_i \left( \sum_j w_j Z_j + b + d \sum_j w_j Z_j \right) + g_i(ab + ad \sum_j w_j Z_j) \\
+ (e_i - m_i)Z_i + \sum_j a_{ij}Z_j + g'_iD + q_iI \\
+ v_iV + E_i.
\]

Equation (3.3.32) expresses the equilibrium condition for each of the commodity markets, and from this it follows that the equilibrium of the commodity markets as a whole can be expressed as a system of simultaneous equations:

\[
(3.3.33) \quad [Z] = [A][Z] + (1 + d)[c][W][Z] + ad[g][W][Z] \\
+ [e - m][Z] + [q]I + [v]V + [E] + [g']D \\
+ [c]b + [g]ab.
\]

where \([Z]\) is an \((n \times 1)\) vector of outputs \(Z_i\),

\([A]\) is an \((n \times n)\) matrix of input-output coefficients \(a_{ij}\),

\([c]\) is an \((n \times 1)\) vector of consumption coefficients \(c_i\),

\([W]\) is a \((1 \times n)\) vector with elements \(w_j\),

\([g]\) and \([g']\) are vectors \((n \times 1)\) with coefficients \(g_i\) and \(g'_i\),

describing the distribution of non-defense and defense expenditures,


\[ [e - m] \] is an \((n \times n)\) diagonal matrix whose elements are 
\[(e_i - m_i),\]

\([q]\) and \([v]\) are \((n \times 1)\) vectors describing the distribution 
of investment and tourist expenditures,

\([E]\) is an \((n \times 1)\) vector of exogenous exports, with non-zero 
elements only in the rows corresponding to sugar, pineapple, 
and apparel,

and the remaining symbols represent scalars.

Collecting terms, equation (3.3.33) can be rewritten as

\[
(3.3.34) \quad [Z] = [B][Z] + \{[c]b + [g]ab + [g']G^D + [q]I + [v]V
\]

\[ + [E]\},
\]

where \([B]\) is an \((n \times n)\) matrix defined as

\[
[B] = [A] + (1 + d)[c][W] + (ad)[g][W] + [e - m].
\]

The equilibrium level of output \(Z^*_i\) for each of the industries can be 
rewritten as a linear function of the levels of the exogenous variables:

\[
(3.3.35) \quad [Z^*] = [I - B]^{-1}\{[c]b + [g]ab + [g']G^D + [q]I
\]

\[ + [v]V + [E]\},
\]

The next step is to introduce targets into the model which 
results in the addition of more subsidiary relationships, and after a
series of premultiplications of the two sides of equation (3.3.35) and eliminations, a smaller system of equations is obtained which is then used to solve for the instrument variables in terms of the target and data variables.

In general, by introducing an interindustry framework the behavioral content of the model has been bounded rather severely. The model does have a particularly important advantage, assuming that the necessary data are available. In many, if not most, applications of regional models the resources for constructing and implementing the models are quite limited. Further, the relevant policy questions facing regional decision-makers are often concerned with industry structure. A large regression model and an input-output study are often out of the question, but forecasts and analysis of industrial structure are desired. In situations of this sort, which are probably quite common, models similar to the Oahu Model could provide a great deal of useful information.
(b) **The New Mexico Model**

This is a dynamic linear programming model used in regional planning for the state of New Mexico in the U.S.A. The main purpose of the New Mexico model (henceforth abbreviated as NM model) is for devising regional policies, via the solutions of the dynamic linear programming model, that will reduce the social costs of adjusting the regional economy to such exogenous shocks as fluctuations in federal government expenditures, in regional exports, and in externally financed investments in the region. To achieve this, the NM model is designed not only for impact studies but also for identifying the optimal responses of the New Mexican economy to these shocks. In the first application (i.e. impact studies), the structure of production is assumed to be unchanging within the sample period by assuming fixed technical coefficients, and the impact on the endogenous sectors of changes in the exogenous sector is evaluated by inverting the input-output table which is constructed for the NM model. In its second application, the NM model is made dynamic by relaxing the fixed technical coefficients assumption and allowing them to be redefined.

35. F. L. Colladay and A. D. Sandoval [89].

36. For a discussion on this application of a RIOM, see Chapter Two, Section 2.3.2d above.
each period so that the structure of production can be revised each period in response to changes in the exogenous shocks, and in this way the optimal responses of the New Mexican economy can be identified.

Like any other linear programming model, the objective of the NM model is to maximize some linear function, i.e. the objective function, subject to a set of linear constraints. The objective function of the NM model is to maximize total gross state product which is defined as the sum of the final demand components of consumption, investment, government purchases, and foreign sector purchases. The maximization of this objective function is subject to a set of constraints. Firstly, capacity constraints are imposed on some of the final demand components which are included in the objective function to indicate the maximum possible values allowed for those demand components. Thus the values of exports, private consumption and purchases by state and local governments are constrained to a value below some maximum values.

The maximization of the objective function is also subject to some resource constraints to indicate that resources employed in the New Mexican economy cannot exceed the total that is available. These include constraints regional production by supplies of intermediate resources, capital constraints (i.e. capital services to be employed in production cannot exceed total capital available), constraints on labour used in production to below total labour supply, and the savings-investment constraints. Interregional flows of resources are also constrained by an accounting constraint on interregional trade.
In all, the estimated model contains 342 constraints in 487 variables. The economy is represented by 17 endogenous sectors and three exogenous sectors (state and local government, federal government and household services). Three labour skills are also distinguished.

In the first application of the NM model, the technical coefficients are fixed and a basic solution to the model is used to identify any undesirable bottlenecks in the New Mexico economy such as the shortage of skilled and unskilled labour in particular industries, the lack of effective demand for certain local production, etc., when the actual changes in the exogenous variables are used. This application allows the model builder to identify the static impact on the regional economy of changes in the exogenous factors.

The second application of the NM model enables its model-builder not only to identify static impact but also to identify the most desirable responses of the regional economy to changes in the exogenous factors. The NM model is now made dynamic by allowing the technical coefficients to be revised each period in response to changes in the exogenous factors. The "most-likely" changes in the value of the exogenous variables are now used and the most desirable responses in the various sectors of the regional economy are identified. From this second application it is found that the social cost to the New Mexican economy of a reduction in exogenous factors can be mitigated by revision of the structure of production, and by reallocating the (scarce) labour and capital resources to different sectors. Thus by allowing these "adjustments" in the model, and by examining the
optimal adjustments in different sectors of the regional economy the NM model can be used in devising policies for mitigating the social cost to the New Mexican economy of a reduction in the exogenous factors.
4.1 Introduction

Recall that in the foregoing two chapters, we reviewed a sample of regional econometric models. Chapter Two gave a general account of the common uses, and the various types, of REM that have appeared in the literature in recent years. Having discussed the uses and types of REM separately in different sections of Chapter Two, we then considered the different types of REM in relation to each particular use. This was done in the last section of Chapter Two. The main purpose of this last section of Chapter Two was, of course, to help to identify the best possible use of a particular type of REM. It must be recalled also that the discussion of Chapter Two was facilitated by the classification of the REM into two major classes: empirical and theory-based. The theory-based REM were further sub-classified into four sub-classes. These sub-classes were labelled respectively Regional Economic Base Models REBM, Regional Production Function Models RPFM, Regional Social Accounting Models RSAM, and Regional Input-Output Models RIOM. In Chapter Three, a model-by-model description of the theoretical relationships in each type of REM was given. This was done so as to bring out the finer points of the theoretical underpinning of REM.

Notice also that our previous discussion concentrated mainly on the theoretical and conceptual issues of existing REM. Another, more technical, aspect of regional econometric model-building was not touched upon. This is the problem of getting the required
data to implement a particular type of REM. This becomes a problem when the required data are not available and methods have to be designed to cope with the data shortage. In this chapter, we will pick up this more technical aspect of regional econometric model-building. We want to evaluate the data base of the Tasmanian economy so as to enable us to anticipate insuperable data problems before actually committing ourselves to the construction of one or more of the REM listed above. Viewed in this light, the present chapter can be regarded as a feasibility study of the Tasmanian economy.

The procedure that we will follow to carry out our feasibility study is as follows. Firstly, for each class of REM outlined in Chapter Two, we will pick out the simplest of the existing models, and consider it as a prototype model of that class. Then we will present the structure of each prototype REM in turn. Then we will summarize the data requirements for each prototype REM. Having done this, we will compare these data requirements with the available Tasmanian statistics. When all these steps have been taken, we will be in a position to draw some conclusions as to the feasibility of setting up any particular type of REM for the Tasmanian economy.

But before we embark on this procedure, we shall eliminate the Regional Input-Output Models RIOM. We are prepared to say in advance that the construction of an RIOM is not yet feasible in the Tasmanian context because we have as yet no regional input-output table for Tasmania and such a table is the very backbone of any RIOM. Furthermore, the construction of an input-output table is obviously beyond the scope of the present study.
So we are left with the following to be examined:
Regional Empirical Model, Regional Economic Base Model, Regional Production Function Model and Regional Social Accounting Model. We will consider each of these types in turn, first beginning with the Regional Empirical Model in the next section.

4.2 Regional Empirical Model

Recall that in Chapter Three, we presented the Michigan model \(^1\) as an example of REMM. Since the Michigan model \((1)\) (henceforth to be called Michigan model) is considered as a typical example of REMM, we will also take it as our prototype for this class in the following discussion.

As mentioned in Chapter Three, the Michigan model was designed primarily as a forecasting tool. From this model, a forecast of a set of important regional variables included Michigan's gross state product (GSP) and its major industrial components; retail sales in Michigan, both total and by major types of store; Michigan's labour force, employment and unemployment; and personal income, both total and by major categories. From the results of earlier research,\(^2\)

---


2. These inquiries took the form of comparing the general behaviour of time series of both the State and national variables for evidence of correlation, common trends, similar pattern of fluctuations, and so on.
workers on the Michigan model concluded that national demand for Michigan's products (that pertaining to the United States) had a significant influence on Michigan economic activity. In particular, they found that national demand for automobiles; national demand for new producers' durables; other national private final demand; and some other national variables played a significant part in explaining the past behaviour of the set of regional economic variables in which they were interested. These national variables were subsequently used as explanatory variables in the Michigan model.

The equations in the Michigan model were estimated in terms of first differences and took the following general form:

\[(4.1) \quad \Delta Y_i = a_i + \sum_{j=1}^{n} b_{ij} \Delta X_j,\]

where \( \Delta Y_i \) is the \( i \)th regional variable, in first differences, and \( \Delta X_j \) is the \( j \)th national variable, also in first differences. An example is the equation for GSP:

\[(4.2) \quad \text{GSP} = -0.626 + 0.228 \text{AUTO} + 0.136 \text{PD} + 0.08 \text{OTHER},\]

where \( \Delta \text{GSP} \) = annual change in gross state product,

\( \Delta \text{AUTO} \) = annual change in U.S. demand for automobiles,
\n\( \Delta \text{PD} \) = annual change in U.S. demand for new producers' durables, and

\( \Delta \text{OTHER} \) = annual change in U.S. demand for other private final products.
Having recalled the structure of the Michigan model, we will now summarize the data that were required to implement this model. It can be seen that the Michigan model, as presented above, employed two different sets of variables. The first was the set of regional variables which included GSP and its major industrial components; retail sales; labour force, employment and unemployment; and personal income. As was mentioned in the Data-Appendix of the model, time series for some of the included regional variables, such as retail sales, personal income, and employment and unemployment, were obtained directly from published information. No published time series was available for GSP for Michigan and this series was estimated by the production method using value-added data. The second set of variables used in the Michigan model was the set of national variables which included the national demand for automobiles, for new producers' durables, and for any other private final product. Data for these national variables were again obtained from published sources.

We will now consider the feasibility of implementing a REMM for the State of Tasmania in the light of the above discussion. Like the Michigan model described above, we would use two sets of variables in our model. Further, our regional set would probably consist of variables of the same type as those included in the Michigan model. That is, we would be interested in the behaviour of such regional variables as GSP and its industrial components; retail sales in total.

---

and by types of business; employment and unemployment, and labour force; personal income, both by components and by major industries. On the other hand, it is unlikely that our national set of variables would consist of the same elements as in the Michigan model, the reason being that the economic link between Tasmania and Australia is quite different in nature from that existing between Michigan and the United States. For instance, the industrial structure of the Tasmanian economy differs markedly from that of the Michigan economy. In the case of the Michigan economy, the industrial structure is such that it is heavily concentrated on the manufacturing sector with the result that the State's employment and production are very much dependent on this sector. The industrial structure of the Tasmanian economy, on the other hand, is relatively more balanced in the sense that it is not so much dependent on any particular one of its producing sectors. Because of this difference in industrial structures, and possibly for other reasons, we can expect the nature of the economy tie between Tasmania and Australia to differ from that existing between Michigan and the United States.

As yet, we do not know what Australian variables determine such Tasmanian variables as GSP, employment, personal income, etc. For a clear understanding of the forces at work requires intensive statistical experimentation. At this stage we can only guess at the likely results of such experimentation were it to be carried out. Our guess is that the dominant Australian variables would prove to be GNP, personal consumption expenditure, by commodities and gross private capital formation, by industries.
<table>
<thead>
<tr>
<th>Regional Variables</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross State Product, total and by major industries</td>
<td>not available</td>
</tr>
<tr>
<td>Retail Sales, total and by types of business</td>
<td>1 (see below for key)</td>
</tr>
<tr>
<td>Employment, total and by major industries</td>
<td>2</td>
</tr>
<tr>
<td>Unemployment</td>
<td>2</td>
</tr>
<tr>
<td>Population</td>
<td>3</td>
</tr>
<tr>
<td>Labour Force</td>
<td>3</td>
</tr>
<tr>
<td>Net Migration</td>
<td>3</td>
</tr>
<tr>
<td>Personal Income, total and components</td>
<td>4</td>
</tr>
<tr>
<td>Personal Income by Major Industries</td>
<td>not available</td>
</tr>
<tr>
<td>Disposable Personal Income</td>
<td>4</td>
</tr>
<tr>
<td>Personal Tax Payments</td>
<td>4</td>
</tr>
<tr>
<td>State and Local Tax Revenue</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>National Variables</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross National Product</td>
<td>5</td>
</tr>
<tr>
<td>Capital Expenditures, by major industries</td>
<td>5</td>
</tr>
<tr>
<td>Consumption Expenditures, by major commodities</td>
<td>5</td>
</tr>
</tbody>
</table>

Source:
1. Retail Sales of Goods, (CBCS, Hobart.)
2. Employment and Unemployment, (CBCS, Canberra.)
3. Demography, (CBCS, Hobart.)
4. Finance, (CBCS, Hobart.)
5. Australian National Accounts (ANA), (CBCS, Canberra.)
Table 4.1 above draws on the above discussion to give a list of the data required for constructing a REMM for the Tasmanian economy and the sources of such data.

We conclude from this table that the major gaps in the data required for the construction of a Tasmanian regional empirical model are series for GSP and for personal income by major industries. We shall attempt to fill these gaps in Chapter Five. Assuming that we are successful in this attempt it would appear that the construction of a Tasmanian regional empirical model is entirely feasible from the point of view of data requirements.

4.3 **Regional Economic Base Model**

In this section we will discuss the feasibility of setting up a REBM for the Tasmanian economy. The discussion will follow much the same pattern as in the previous section when we discussed the REMM. Firstly, the structure of our prototype REBM will be presented. Secondly, we will summarize its data requirements. Thirdly, we will compare these data requirements with the obtainable Tasmanian statistics. After going through these steps, we will then draw some conclusions on the feasibility of setting up a REBM for the Tasmanian economy. In the following discussion, we have decided to adopt the Hawaii model which was reviewed in Chapter Three (Section 3.3.1b) as our prototype REBM.

As recalled, the Hawaii model viewed the Hawaiian economy as having only two producing sectors: a basic sector and a non-basic sector. The basic sector, or the economic base of the economy, was conceived to consist of export-oriented industries. These included
both commodity exports (such as sugar and pineapple) and service exports. The hotel industry was one example of the service exports. Federal government purchases, both in the form of defense and non-defense expenditures, were also classified as export-oriented. On the other hand, the non-basic sector was conceived to consist of all locally-oriented industries, that is, those industries which serve only the Hawaiian markets. Finance and Local government purchases were two examples of non-basic industries. As mentioned in the text, the industries mentioned above, "... by their very nature, were classified as export-oriented or locally-oriented industries." 4

There were other industries in the Hawaiian economy, however, whose classification was not obvious and some method had to be derived for deciding which of the two categories they were to be placed.

Once all industries had been divided into the basic and non-basic categories, the Hawaii model was used to estimate regional multipliers for the Hawaiian economy. These regional multipliers purport to give some measures of the multiplier process which take place in the regional economy as a direct result of an expansion in the export sector of the economy. But before we move on to describe the model used for estimating the regional multipliers for Hawaii, we must first distinguish between two different kinds of regional multipliers. These have been referred to in the literature as income multipliers and employment multipliers respectively. Income multipliers measure the change in total regional income due to changes in export income (or expenditures in the export sector of the economy).

They can be computed only when the required regional income data are available. In cases where such income data are not obtainable, employment data are used to compute the economic base-type regional multipliers. The multipliers so computed are called the employment multipliers. Although the two kinds of regional multipliers are computed from identically formulated models, they measure two different effects of an expansion in the export sector of the economy. The employment multiplier measures the change in total regional employment (jobs) which results from a change in the number employed in the export-oriented industries. Thus defined, the employment multiplier is used to measure the employment effect of an expansion in the export industries, whereas the income multiplier measures the income effect of such an expansion. In the Hawaii model, due to the lack of sufficient income data, only the employment multiplier for the Hawaiian economy was computed. We will now present the mathematical formulation of the Hawaii model.

The Hawaii model estimated the employment multiplier from a regression equation which, in effect, was one of the reduced form equations of the following two-equations model:

\[
(4.3) \quad E_T = E_B + E_{NB} \\
(4.4) \quad E_{NB} = a + bE_T + u,
\]

where \( E_T, E_B, \) and \( E_{NB} \) were respectively total employment, employment in the basic sector, and employment in the non-basic sector, \( u \) was the random error term, and \( a \) and \( b \) were parameters of this model.

5. This can be seen when one compares the economic base model used in the Hawaii model with that used in the Massachusetts model (Section 3.3.3a, Chapter Three).
The first equation was only a definition which stated that total employment was the sum of both basic and non-basic employments. The second equation expressed the idea that non-basic employment was a linear function of total employment. The reduced form of this model for total employment was given by:

\[(4.5) \quad E_T = \left(\frac{a}{1 - b}\right) + \left(\frac{1}{1 - b}\right)E_B + \left(\frac{u}{1 - b}\right).\]

Notice that \(E_B\), employment in the basic sector, was to be treated as exogenous in the above model. The regression equation used in the Hawaii model for computing the employment multiplier was equation (4.5) above. The least squares estimate of \(\frac{1}{1 - b}\) in this equation was taken to be the estimate of the employment multiplier.

As mentioned previously, the implementation of a REBM requires that the industries in the economy be classified as either basic or non-basic in order that the economic base of the regional economy be identified. This will not present any problem in cases where information is obtainable on the destinations of the flow of goods and services for each and every industry in the region concerned. But for most REBM, and this applies also to the Hawaii model, such information is not available. When this happens, the problem of "base identification" will arise and it would become necessary to find some means of deciding which industries are exporting and which other industries are locally-oriented. Three different methods were

---

6. See our discussion on the Hawaii model in Chapter Three, Section 3.3.1b. See also Chapter Two, Section 2.3.2a on this point.
used in the Hawaii model to tackle this problem. But before we move on to describe the method which was used in the Hawaii model, we will first digress to give a general account of the methods which have been proposed for dealing with the base-identification problem.

The methods which have been suggested for dealing with the base-identification problem are of two types: direct methods and indirect methods. Direct methods of measuring the economic base involve tracing the origins and destinations of commodity and money flows, either from available data or by conducting a survey of consumers and firms. Undoubtedly, these are the most efficient ways of identifying the economic base. But unfortunately they are also time-consuming and expensive. It is apparent that the direct methods are beyond the resources available to this study and are, therefore, not pursued any further. So we are left only with the indirect methods of measuring the economic base. We will discuss three kinds of indirect methods. They have been labelled respectively the assumption method, the location quotient method, and the minimum requirements method. We will consider each of these in turn.

Of all the indirect methods that we will discuss, the assumption method is undoubtedly the simplest. The basis of this method is an assumption (often quite an arbitrary one) as to which industries are exporting and which are locally-oriented. For most REBM which use this assumption method, the assumption usually made is that manufacturing and agriculture are export-oriented while the remaining industries are locally-oriented.

---

7. For an example of this method of identifying the economic base, see C.M. Tiebout [60].

8. Recall that the Philadelphia model, reviewed in Chapter Three, Section 3.3.3b, employed the assumption method, and the assumption made was that only the manufacturing sector in the region was basic and that the remaining two sectors were non-basic. The Hawaii model which we were describing also used partly the assumption method for identifying the economic base.
Some investigators have tried to justify their use of the assumption method by proposing a more elaborate endogenous-exogenous classification scheme for measuring the economic base. According to such a scheme, an industry is classified as basic whenever the events which determine the activities of this industry can be considered as exogenous to the region concerned. Frequently quoted examples of industries which are basic in this sense are exports of goods and services, and factor payments and transfer payments made from external sources to the residents of the area concerned. These activities (or industries) usually result in an inflow of income to the region, but, as the proponents of the endogenous-exogenous classification scheme argue, the magnitude of such an inflow often depends on events over which the regional community has no control. For this reason, they continue, these activities are governed by events which are exogenous to the region, and they should be classified as basic activities. It follows from this line of reasoning that when events governing the activities are considered as endogenous, then these activities should be classified as non-basic.9

The second indirect method that we will discuss is the location-quotient method. This method provides one rather widely-used means of measuring the economic base of a regional economy. The underlying notion is simple. If a given region is highly specialized relative to the nation in the production of a particular commodity, then the product is presumed to be an export item. Such a regional

9. On the endogenous-exogenous approach, see for example T. Lane [11]; and S. H. Park [124].
specialization in the commodity is assumed to be reflected in the high concentration of regional employment in that particular industry relative to the national employment in the same industry. The location quotient is a measure of such a concentration. It is the ratio of the employment in a given industry as a per cent of total employment in the regional economy to employment in the same industry as a per cent of total employment in the national economy (or any other benchmark economy). Symbolically, the location quotient \( L_i \) of industry \( (i) \) in region \( (r) \) is given by:

\[
L_i = \frac{E_{ir}}{E_r} \div \frac{E_{in}}{E_n},
\]

where \( E_{ir} \) = regional employment in the \( i^{\text{th}} \) industry, \( E_r \) = total regional employment, \( E_{in} \) = national employment in the \( i^{\text{th}} \) industry, and \( E_n \) = total national employment.

Calculated values of \( L_i \) are used to determine whether industry \( (i) \) is basic or non-basic. When this value exceeds unity, it is an indication that the \( i^{\text{th}} \) industry has a higher employment concentration in the region than in the nation. It also suggests that the region is more specialized in its \( i^{\text{th}} \) industry than the nation as a whole. The conclusion in this case will therefore be that the \( i^{\text{th}} \) industry in the region is export-oriented, i.e. basic.

Following the above line of reasoning, when the calculated value of \( L_i \) is less than unity, it would be concluded that the \( i^{\text{th}} \) industry is non-basic. Once the conclusion regarding the "export status" of the \( i^{\text{th}} \) industry is reached, the job which remains is to
assign the employment figure in the \( i^{th} \) industry into the basic and the non-basic categories. Two schemes of classification exist for this particular purpose. One allots the whole employment figure to either the basic or the non-basic groups, depending on the finding as to the export status of the industry. This scheme, of course, makes the assumption that the \( i^{th} \) industry can either export or serve only local markets, but not both. Some industries, however, serve both the external and local markets, and for these industries, the assumption made in the first scheme is obviously not satisfactory.

The second scheme of classification takes account of this. So instead of assigning the whole employment figure in the \( i^{th} \) industry to either the basic or the non-basic group, as is done in the first scheme, the second scheme apportions this employment figure to both groups.

The formula to be used for calculating the basic portion of the employment figure of the \( i^{th} \) industry is given by:

\[
(4.7) \quad E_{ir}^e = E_{ir} - E_r \left( \frac{E_{in}}{E_n} \right),
\]

where \( E_{ir}^e \) = the basic employment in the \( i^{th} \) industry,

and the other symbols have already been defined.\(^{10}\)

There is yet a third indirect method for identifying the economic base, and this is called the minimum-requirements method.\(^{11}\)

This method begins with a consideration of, say, a hundred or more

---

10. For an example of this classification scheme, see G. E. Thompson [141].

11. See E.L. Ulman and M.F. Dacey, [144].
regional economies which are similar to the one under study. For each regional economy the per cent of the total labour force employed in each industry is calculated. The percentages for a given industry are then ranked in decreasing order of magnitude. The smallest per cent is taken to be the minimum required by any region to satisfy its own needs. Therefore, all employment in other regions above this amount is considered as export employment. Repeating this process for each and every industry yields total export employment for the particular region under study. For various reasons the minimum-requirements method is not much used in empirical studies of the REBM. One stringent requirement of this method is that one must have a fairly large sample (say a hundred or more) of similar regional economies comparable to the one under study. We feel that this requirement can never be met in our particular study. For if we take the State of Tasmania as the region under study, then it would be impossible to have more than six State economies for comparisons under the existing Australian Constitutional arrangements. For this reason alone, we can safely rule out the minimum-requirements method as a possibility for Tasmania.

Having made the above digression to consider methods of identifying the economic base in general, we will now take up our discussion of the specific methods used in the Hawaii model. It was noted earlier that the investigator of the Hawaii model was able to divide some industries into the basic and the non-basic categories according to the specific nature of the industry concerned. By this means both the hotel industry and the Federal government sector were classified as basic and the finance and Local government sectors as
non-basic. To categorize the remaining industries, where the appropriate classification was not obvious, two different methods were used - one direct and one indirect. In the case of the first method (a direct method) total employment in an industry was divided into export and local components on the basis of the ratio between the value of exports and the total value of output for this particular industry. This method was applied, of course, only to those industries for which data on values of output and exports were available. Manufacturing, construction, wholesale, retail trade, utilities, and agriculture industries were included in this category.

The second method was the location-quotient method as described above, except for one small variation in the definition of the location quotient. Instead of defining the location quotient as the ratio of the two percentages of industry employment to total employment, it was defined in the Hawaii model as the ratio of the two percentages of industry employment to total population. But the earlier definition of the location quotient given earlier appears to be more general and is hence preferred.

With this, we have completed our study of the Hawaii model with specific reference to the data problems which it involved. We will not use this discussion to compare the data requirements for a REBM for the Tasmanian economy with what is available from published information. Then we will make an assessment of the data situation and reach some conclusion on the feasibility of constructing a Tasmanian REBM.

If we were to implement a REBM for the Tasmanian economy similar to the Hawaii model described above, then we would need to
have, firstly, time series for:

(a) total regional employment

(b) regional employment according to major industry groups.

Secondly, to permit the division of industry employment into the export and local components, we would require, in addition to the above, the following time series:

for those industries with published information on the value of exports and output:

(c) the values of exports and output by major industry groups.

for those industries with no such information; and for which the location quotient method is to be used for the division of industry employment into the two categories:

(d) national employment

(e) national employment according to major industry groups. 12

Our next task is to examine our data base to see if we have the statistics which the above discussion suggests would be required to build a REBM for the State of Tasmania.

12. Notice that we could estimate only the employment multiplier for Tasmania from a REBM so constructed from the above series. If, on the other hand, we wanted to estimate the income multiplier from our REBM we would require income data instead of employment data. The availability of income data for Tasmania will be discussed in a later section in connection with the feasibility of constructing a regional production function model for Tasmania.
The position may be summarized as follows:

(A) From *Employment and Unemployment* (CBCS, Canberra) we can extract time series for:

(a) total civilian employment both for Tasmania and for Australia

(b) civilian employment by major industry groups both for Tasmania and for Australia.

(B) From *Primary Industries* (CBCS, Hobart), *Secondary Industries and Building* (CBCS, Hobart), and *Trade and Shipping* (CBCS, Hobart) we can compile series for the value of exports and output both for Tasmanian manufacturing industries and Tasmanian agricultural industries.

We will now summarize the whole data situation in relation to the construction of a REBM for Tasmania. The data specified in A and B above is not ideal. For example, the employment series listed under (b) of A include both private and government employees, and it is difficult to separate the two. Again they exclude rural employment, employment in private domestic service, and employment in the defense forces. On the whole, however, we would not expect to face too serious a data-problem if we set out to implement a REBM for Tasmania so long as we were to content with the estimation of the employment multiplier alone. 13

13. See footnote 12 above.
4.4 **Regional Production Function Model**

The third type of REM to be considered in our feasibility study of the Tasmanian economy is the RPFM. This type of REM, like its national counterpart, is supply-oriented. That is, the RPFM is concerned more with such indicators of the regional economy as the level of regional product, and the supply of labour and capital services, than with the region's final demand. This means that an aggregate production function is most essential in the RPFM, for this function provides the link between the level of regional product and the available supply of factor services. It also means that relationships which explain the supply of labour and capital are incorporated in most RPFM. To implement this type of REM, it is generally required to have supply-side data, such as employment; capital stock; and regional product. At the same time, some demographic data, such as population, labour force and participation rates and birth and death rates, may also be required.

Although RPFM are supply-oriented, they are not devoid of demand relationships. These demand relationships often form the basis of a REBM, the role of which in the RPFM is to explain regional economic growth. A REBM which is commonly used in this way consists of three equations. One equation will relate product (or income) originating in the export sector of the region to the nation's gross product. The rationale behind this equation is provided by the economic base theory. According to this theory, regional economic growth depends on the ability of the region to export its products, and this ability is very much dependent on the nation's demand for these products. The variable, GNP, is used in the first equation to
stand for the nation's demand for the regional exports. The second equation in the REBM relates product (or income) originating in the local sector to total regional income. The rationale behind this second equation is also provided by the economic base theory. According to this theory, gross product originating in the local sector depends only on the region's own demand. This region's demand is represented in the second equation by total regional income.

The third equation in the REBM is a definition. It simply expresses total regional product (or income) as the sum of products (or income) originating both in the export and in the local sectors of the regional economy. Thus with the incorporation of a REBM of the above type, the RPFM can be used to explain regional economic growth.

The inclusion of a REBM in the RPFM has given rise to additional data requirements. Thus, in addition to the requirement of both supply data and demographic data, it is now required to have income data to implement a RPFM. This income data requirement is often difficult to meet, and constitutes the main data problem in the construction of RPFM. We will examine this point later on in this section when we come to assess the data situation in Tasmania in relation to RPFM. But before doing this, we want to present the structure of our prototype RPFM. The Massachusetts model has been chosen as our prototype RPFM, and the model will be presented in full in the section to follow.

14. Recall that in footnote 12 above, we have mentioned the need for income data to implement a REBM.
The Massachusetts Model

Behavioural equations

(1) \( X_t = a_1 + a_2 GNP \)  
   Export Function

(2) \( S_t = a_3 + a_4 (V_1)_t \)  
   Local Consumption

(3) \( (\log K_t - \log K_{t-1})_m = a_5 \)  
   \(+ a_6 \log X^*_t + a_7 \log K_{t-1} \)  
   Manufacturing Investment

(4) \( (\log K_t)_nm = a_8 + a_9 \log S^*_t \)  
   Non-manufacturing Investment

(5) \( V_2 = a_{10}^K (1 - \alpha_11) L (1 + \alpha_12)^t \)  
   Production Function

(6) \( (N_e^t) = a_{13}(P_e^t) \)  
   Expected Labour Supply

(7) \( M_t = a_{14} + a_{15}(N_e - L)_{t-1} \)  
   Migration

(8) \( W_t = a_{16}(1 + a_{17})^t \)  
   Wage Bargain

Definitions and Identities

(9) \( P_e = (P_0)_{t-1} + (B - D)(P_0)_{t-1} \)

(10) \( (N_0)_{t} = a(P_e^t) + aM_t \)

(11) \( (V_2)_t/(V_1)_t = b \)

(12) \( (V_1)_t = S_t + X_t \)

(13) \( U_t = (N_0)_{t} - L_t \)

(14) \( K_t = (K_t)_m + (K_t)_nm \)

* Asterisk indicates computed values.
Regional Dependent Variables

(1) $X = \text{Export Income}$
(2) $S = \text{Local Service Income}$
(3) $V_1 = \text{Total Received Income}$
(4) $V_2 = \text{Total Produced Income}$
(5) $K_m = \text{Manufacturing Capital Stock}$
(6) $K_{nm} = \text{Non-manufacturing Capital Stock}$
(7) $L = \text{Employment}$
(8) $N_e = \text{Expected Labour Supply (natural increase)}$
(9) $M = \text{Migration}$
(10) $W = \text{Annual Wage per Employee}$
(11) $P_e = \text{Expected Population (natural increase)}$
(12) $N_0 = \text{Labour Supply (actual)}$
(13) $U = \text{Unemployment}$
(14) $K = \text{Total Capital Stock}$

Regional Independent Variables

(15) $(B-D) = \text{Birth Rate minus Death Rate}$
(16) $P_0 = \text{Population}$

National Variable

(17) $\text{GNP} = \text{Gross National Product}$
Recall that the theoretical relationships of the
Massachusetts model have been considered in some detail in Chapter
Three above. Therefore, we will make no further comment on the
relationships of the model, and move on to a discussion of its data
requirements and the feasibility of obtaining the statistics required
to construct a similar RPFM for Tasmania. If our model were to take
the same form as the Massachusetts model presented above, then the
data requirements for the Tasmanian model would consist of series
for the seventeen variables listed on page 106 above. Examination
of the Tasmanian data base shows that published information is
available only for the following ten of these variables:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNP</td>
<td>1</td>
</tr>
<tr>
<td>P₀</td>
<td>2</td>
</tr>
<tr>
<td>(B - D)</td>
<td>2</td>
</tr>
<tr>
<td>U</td>
<td>3</td>
</tr>
<tr>
<td>Pₑ</td>
<td>computed from P₀ &amp; (B - D)</td>
</tr>
<tr>
<td>M</td>
<td>2 &amp; 4</td>
</tr>
<tr>
<td>Nₑ</td>
<td>computed from Pₑ</td>
</tr>
<tr>
<td>N₀</td>
<td>computed from Pₑ &amp; M</td>
</tr>
<tr>
<td>L</td>
<td>3</td>
</tr>
<tr>
<td>Kₘ</td>
<td>5</td>
</tr>
</tbody>
</table>

Source: 1. *Australian National Accounts* (CBCS, Canberra)
2. *Demography* (CBCS, Hobart)
3. *Employment and Unemployment* (CBCS, Canberra)
4. *Tasmanian Year Book*
5. *Secondary Industries and Building* (CBCS, Hobart).
For the remaining seven variables, no published information is obtainable. The seven variables for which no published data is available are listed below:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>Export Income (i.e. income originating in the export sector)</td>
</tr>
<tr>
<td>S</td>
<td>Local Service Income</td>
</tr>
<tr>
<td>V₁</td>
<td>Total Received Income</td>
</tr>
<tr>
<td>V₂</td>
<td>Total Produced Income</td>
</tr>
<tr>
<td>Kₙₘ</td>
<td>Non-manufacturing Capital Stock</td>
</tr>
<tr>
<td>W</td>
<td>Annual Wage per Employee, defined as the total annual wage bill divided by total employment</td>
</tr>
<tr>
<td>K</td>
<td>Total Capital Stock</td>
</tr>
</tbody>
</table>

We shall be exploring the possibility of constructing a series for one or both of V₁ and V₂ in Chapter Five. However, even if we were able to do this we shall still be left with a fairly large data gap. The builders of the Massachusetts model were faced with a similar gap (they had no published information on the first five of the seven variables listed above) and it may be that we could adopt the methods which they used to plug their gap in which case the construction of a Tasmanian RPFM would still be feasible. It seems clear, however, that this would require an extensive effort and that it would be far beyond the scope of the present study. Our final judgement, therefore, is that, having regard to data availability, the construction of a Tasmanian RPFM is not a feasible proposition at the present time.
4.5 Regional Social Accounting Model

The fourth and last type of REM which we have included in our feasibility study is the Regional Social Accounting Model (RSAM). This type of REM is demand-oriented and has been used in the analysis of national final demand and its many components. A prototype RSAM (so-called) has been proposed by L. R. Klein and we will take this Klein model as our prototype for the RSAM class. The Klein model is presented in full below.

\[ C_i = C_i(Y_i/p_c) \]  
Regional Consumption Function (1)

\[ I_i = I_i(X_i, r, K_{i-1}) \]  
Regional Investment Function (2)

\[ G_{i}^{SL} = G_{i}^{SL}(T_{i}^{SL}, N_{i}, r) \]  
Regional Government Expenditure (3)

\[ E_i = E_i(X, p/p_{m}^i) \]  
Regional Export Function (4)

\[ I_{m_i} = I_{m_i}(X_i, p_{i}/p_{m_i}) \]  
Regional Import Function (5)

\[ p_c C_i + gI_i + G_{i}^{SL} + G_{i}^{F} + p_e E_i - p_{m_i} = p_{i} X_i \]  
Gross Regional Product (6)

\[ T_{SL}^{p_i} = T_{SL}^{p_i}(w_{i} L_i, n_i) \]  
Direct Regional Taxation (7)

\[ T_{SL}^{x_i} = T_{SL}^{x_i}(p_{i} X_i) \]  
Indirect Regional Taxation (8)

\[ T_{F_i}^{T_i} = T_{F_i}^{T_i}(w_{i} L_i, n_i) \]  
Federal Taxation (9)

\[ T_{R_i} = T_{R_i}(U_i, N_i) \]  
Regional Transfer Payments (10)

\[ D_i = D_i(K_{i-1}) \]  
Regional Capital Consumption (11)

\[ Y_i = p_{i} X_i - T_{SL}^{p_i} - T_{SL}^{x_i} - T_{F_i} + T_{R_i} - gD_i \]  
Regional Disposable Income (12)
\[ X_i = X_i(L_i, K_i) \] \hspace{1cm} \text{Regional Production Function (13)}

\[ p_i = p_i(p, w_i, p_i^m) \] \hspace{1cm} \text{Regional Price Level (14)}

\[ p_{e_i} = p_{e_i}(p, w_i, p_i^m) \] \hspace{1cm} \text{Regional Export Price Level (15)}

\[ w_i = w_i(U, U_i, p_c) \] \hspace{1cm} \text{Regional Wage Rate (16)}

\[ K_i = K_{i-1} + I_i - D_i \] \hspace{1cm} \text{Regional Capital Stock (17)}

\[ T_{SL} = T_{SL} + T_{SL} \] \hspace{1cm} \text{Total Regional Taxation (18)}

\[ \pi_i = p_iX_i - gD_i - w_iL_i - T_{SL} \] \hspace{1cm} \text{Regional Non-Wage Income (19)}

and \[ U_i = \beta_1 N_i - L_i \] \hspace{1cm} \text{Regional Unemployment (20)}

\text{Regional endogenous variables (ith region):}

(1) \( C_i \) = Consumer Expenditures
(2) \( Y_i \) = Disposable Personal Income
(3) \( I_i \) = Capital Formation (fixed non-residential, residential, inventory change)
(4) \( X_i \) = Gross Regional Product
(5) \( G_{SL} \) = State and Local Expenditures on Goods and Services
(6) \( T_{SL} \) = State and Local Receipt
(7) \( E_i \) = Exports of Goods and Services
(8) \( p_{e_i} \) = Price Index of Exports
(9) \( I^m_i \) = Imports of Goods and Services
(10) \( p_i \) = GRP deflator
(11) \( T_{SL} \) = State and Local Direct Taxes
(12) \( w_i \) = Wage Rate
Regional exogenous variables:

\[ (21) \quad N_i = \text{Population} \]
\[ (22) \quad G_i^F = \text{Federal Regional Expenditures on Goods and Services} \]
\[ (23) \quad \beta_i = \text{Regional Participation Rate for Labour Force} \]

National variables:

\[ (24) \quad p_c = \text{Index of Consumer Prices} \]
\[ (25) \quad r = \text{Interest Rate} \]
\[ (26) \quad p = \text{GNP deflator} \]
\[ (27) \quad p_i^m = \text{Import Price Index} \]
\[ (28) \quad X = \text{GNP} \]
\[ (29) \quad U = \text{National Unemployment} \]

Since our main interest in this chapter is the data problem associated with REM, the theory behind the relationships in the Klein model will not be commented on. Rather, we will concentrate on the discussion of the data requirements for the model. To implement a RSAM such as the Klein model, it is necessary to have time series
data for all variables included in the above model. The majority of these variables are components of a system of regional income and product accounts. Unfortunately, such a set of accounts does not exist for the State of Tasmania and, if we were to build a RSAM for the Tasmanian economy, estimates of the components of these accounts would have to be made. But before we look at the feasibility of building up a system of Tasmanian income and product accounts, it will be helpful to consider two examples of RSAM which have been built either on an incomplete set of regional social accounts, or on a system of accounts which made extensive use of secondary data. The Ohio model is an example of a RSAM build on an incomplete set of regional income and product accounts. The deficiencies of the set of accounts used in the Ohio model were mainly on the expenditures side. No foreign sector was included in the model because of an absence of foreign trade data. Because no statistical series for personal consumption expenditure existed for the State of Ohio, the builders of this model used instead the proxy variable, retail sales. Investment functions were estimated for the manufacturing sector only. Hence, for all these reasons, GSP could not be estimated from the expenditure side. For similar reasons, GSP could not be estimated from the income side. Of the many income components, only personal income was explained in the

15. The term "primary data" is often used to denote data which has been obtained directly from regional data-collecting agencies. Secondary data are those which have not been collected from such agencies but are often estimated by allocating a share of the components of the national income and product accounts to the region.
model. The model was most extensive in its treatment of the production sector. GSP was estimated from the sum of its components, i.e. gross product originating in the various production sectors. In spite of its many deficiencies, the Ohio model was used successfully for such policy purposes as determining the effect of the national economy on the State economy.

The Illinois model is an example of RSAM built on a system of regional social accounts which made extensive use of secondary data. Due to the difficulties involved in estimating the components of the accounts, the system was derived by allocating a share of the components of the national income and product accounts to Illinois. In this model, GSP was defined as "Total output at market prices produced by resources owned by residents of Illinois."\(^\text{16}\)

Thus the Illinois model employed a Gross National Product concept (instead of a Gross Domestic Product concept) of GSP. Hence, GSP was, by definition, equal to total "received" income and accordingly the model estimated GSP from the income side of the accounting framework. The components of Gross State Income and Gross State Product were as given in Table 4.2.

Items (1) to (4) of Table 4.2 were major components of the Personal Income series and were available from published sources. The remaining components of income were estimated by "allocating the national total of the component to Illinois on the basis of components of Personal Income and certain tax variables from the Illinois Department of Revenue."\(^\text{17}\)

---

16. See R. J. Green, \textit{op. cit.}, p. 22.
17. R. J. Green, \textit{ibid.}, p. 17.
Table 4.2

<table>
<thead>
<tr>
<th>Income</th>
<th>Product</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Compensation of Employees</td>
<td>(10) Consumption Expenditure</td>
</tr>
<tr>
<td>(2) Net Interest</td>
<td>(11) Investment Expenditure</td>
</tr>
<tr>
<td>(3) Rental Payments</td>
<td>(12) State and Local Government Expenditure</td>
</tr>
<tr>
<td>(4) Proprietor Income</td>
<td>(13) Net Exports (unallocated component)</td>
</tr>
<tr>
<td>(5) Corporate Profits</td>
<td></td>
</tr>
<tr>
<td>(6) Indirect Business Taxes</td>
<td></td>
</tr>
<tr>
<td>(7) Personal Contribution to Social Insurances</td>
<td></td>
</tr>
<tr>
<td>(8) Capital Consumption Allowances</td>
<td></td>
</tr>
<tr>
<td>(9) Less Subsidies less Current Surplus of Government Enterprises</td>
<td></td>
</tr>
</tbody>
</table>

= Gross State Income = Gross State Product

were used for each component of income. The methods used to estimate the expenditure items of Table 4.2 are explained in the following passage. The consumption variable was derived by first estimating Personal Saving and then subtracting Personal Saving from Disposable Personal Income. Personal Saving was estimated by allocating the components of the Securities Exchange Commission estimates to Illinois. The allocators used are discussed in detail in the source notes to Appendix Table A.2. Disposable Personal Income was published by states. The Investment and Government Product variables were also estimated using allocators. The unallocated variable was then calculated as a residual (Net Exports
in Table 4.2). It was noted that the treatment of Net Exports in the Illinois Account was significantly different from that used in the national account because "there is no realistic way to estimate time series for imports and exports at the State level it is necessary to estimate Net Exports as a residual."\textsuperscript{18}

From the experience of the Ohio model, we have learnt that a RSAM can be built even on an incomplete set of accounts. Although there will be deficiencies because of the missing relationships, it is still possible to put together enough relationships to make the model a useful policymaking tool. From the experience of the Illinois model we have learnt that a regional social accounting system can be built up by using secondary data. But, of course, such an account system will not be as reliable as one using primary data.

Let us now return to the case of a Tasmanian RSAM. Assuming that we wished to construct an RSAM for Tasmania similar to the Klein model, the data situation would be as summarized in Table 4.3. From Table 4.3 it is apparent that the data gaps are so extensive that the construction of a RSAM of the Klein type for Tasmania would require data-collecting efforts far beyond the resources available to this study. For this reason, we regard such an undertaking as infeasible at this stage.

4.6 Conclusion

We will now sum up our feasibility study. In Sections 4.2 through 4.5, we have considered the feasibility of constructing each

\textsuperscript{18} R. J. Green, \textit{ibid.}, p.26
Table 4.3
Tasmanian data source for implementing the Klein model

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Variable</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Consumption Expenditure</td>
<td>1 (see below for key)</td>
</tr>
<tr>
<td>Y</td>
<td>Disposable Income</td>
<td>1</td>
</tr>
<tr>
<td>I</td>
<td>Investment Expenditure</td>
<td>2 (for manufacturing sector only)</td>
</tr>
<tr>
<td>X</td>
<td>Gross Regional Product</td>
<td>not available</td>
</tr>
<tr>
<td>GSL</td>
<td>State Expenditures</td>
<td>1</td>
</tr>
<tr>
<td>TSL</td>
<td>State Receipts</td>
<td>1</td>
</tr>
<tr>
<td>E</td>
<td>Exports</td>
<td>3</td>
</tr>
<tr>
<td>$p_e$</td>
<td>Export Price Index</td>
<td>not available</td>
</tr>
<tr>
<td>$I^m$</td>
<td>Imports</td>
<td>3</td>
</tr>
<tr>
<td>$p_t$</td>
<td>GRP deflator</td>
<td>not available</td>
</tr>
<tr>
<td>$T_p$</td>
<td>State Direct Taxes</td>
<td>1</td>
</tr>
<tr>
<td>$w$</td>
<td>Wage Rate</td>
<td>4</td>
</tr>
<tr>
<td>$L$</td>
<td>Employment</td>
<td>4</td>
</tr>
<tr>
<td>$n$</td>
<td>Nonwage Factor Income</td>
<td>not available</td>
</tr>
<tr>
<td>$T_x$</td>
<td>State Indirect Taxes</td>
<td>not relevant</td>
</tr>
<tr>
<td>$T_F$</td>
<td>Taxes paid to Federal Government</td>
<td>1</td>
</tr>
<tr>
<td>$T_R$</td>
<td>Transfer Payments</td>
<td>1</td>
</tr>
<tr>
<td>$U$</td>
<td>Unemployment</td>
<td>4</td>
</tr>
<tr>
<td>$D$</td>
<td>Capital Consumption</td>
<td>not available</td>
</tr>
<tr>
<td>$K$</td>
<td>Capital Stock</td>
<td>not available</td>
</tr>
<tr>
<td>$N$</td>
<td>Population</td>
<td>5</td>
</tr>
<tr>
<td>$G_F$</td>
<td>Federal Regional Expenditures</td>
<td>1</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Participation rate</td>
<td>5</td>
</tr>
<tr>
<td>$p_c$</td>
<td>National Index of Consumer Prices</td>
<td>7</td>
</tr>
<tr>
<td>$r$</td>
<td>Interest Rate</td>
<td>7</td>
</tr>
<tr>
<td>$p$</td>
<td>GNP deflator</td>
<td>7</td>
</tr>
<tr>
<td>$p^m$</td>
<td>Import Price Index</td>
<td>7</td>
</tr>
<tr>
<td>$X$</td>
<td>GNP</td>
<td>6</td>
</tr>
<tr>
<td>$U$</td>
<td>National Unemployment</td>
<td>.4</td>
</tr>
</tbody>
</table>

Source:
1. Finance, (CBCS, Hobart)
2. Secondary Industries and Building, (CBCS, Hobart)
3. Trade and Shipping, (CBCS, Hobart)
4. Labour Report, (CBCS, Canberra)
5. Demography, (CBCS, Hobart)
6. Australian National Accounts, (CBCS, Canberra)
of four types of REM for the Tasmanian economy. By looking at a prototype model for each type of REM, we gained an idea as to the data requirements for a similar Tasmanian model. We then compared these data requirements with the available Tasmanian statistics with a view to assessing the extent of the data problem which was likely to be associated with the construction of each type of REM for Tasmania. Looking at some of the existing REM, we have also learned something about ways of coping with the problem of data unavailability. The conclusions which we have reached as a result of this procedure are that the data problem for the first two types of REM, i.e. the Regional Empirical Model and the REBM, are not likely to be insuperable. On the other hand a serious data problem is likely to face us if we attempt to build a RPFM and a RSAM for Tasmania. Accordingly, we judge the construction of the first two types to be a feasible undertaking but not the construction of models of the third and fourth types. This is most unfortunate because, as mentioned in Chapter One above (Section 1.2), both REEM and REMM which we constructed for Tasmania do not make use of the available trading statistics. While a RSAM would be the best type of REM to incorporate these trading statistics, the construction of a RSAM for Tasmania is not feasible at this stage. The construction of a Regional Empirical Model for Tasmania will be proceeded with in Chapter Six and the construction of a REEM in Chapter Seven.
CHAPTER FIVE

ESTIMATION OF GROSS STATE PRODUCT FOR TASMANIA

5.1 Introduction

In Chapter Four above, we have on several occasions drawn attention to the important role played by the variable, gross state product, in regional econometric model-building. Apart from this, GSP is an important indicator in itself and estimates of GSP are required to implement various kinds of analyses dealing with regional problems. Estimates of GSP would provide a measure of the relative levels of income and output in the different regions. Without it very little is known of their comparative efficiency or standard of living. If such estimates were produced regularly they could also provide useful information on the economic growth of regions. Furthermore, if the estimates were built up industry by industry they would provide an analysis of the economic structure of regions; and when set beside statistics for employment, they would give comparative figures of output per head in different industries. For all these reasons, we have decided to devote this chapter exclusively to the task of estimating a GSP series for Tasmania. This will be used in the construction of a REMM for Tasmania in Chapter Six and will also be used in Chapter Eight.
However, before we start on the actual estimation procedure, we must make clear the nature of the regional aggregate to be measured. This we will do in Section 5.2 where we describe briefly the underlying concept of GSP to be implemented statistically, and explain our preference for the state equivalent of the concept of gross national product at factor cost. In Section 5.3, we will list the three common approaches to the problem of estimating GNP, and consider the feasibility of employing each approach in the estimation of GSP for Tasmania.

Then in the Sections 5.4 and 5.5 we will describe the procedures which we actually followed. Two approaches were used. The first (the "income approach") will be described in Section 5.4. In this approach, our estimates of GSP are based on income data derived from the tax statistics. The second (the "production approach") will be explained in Section 5.5. In this approach, we resort to production census data (for primary and secondary industries) and income data (for tertiary industries).

In Section 5.6, we will describe the procedure used to break the GSP aggregate down into its principal income components. Since most income components of GSP are covered in the series for personal income, by type, it was necessary only to separate entrepreneurial income into its two components of company income and gross operating surplus of public enterprise in order to effect the desired breakdown of GSP.

Whereas the breakdown of the GSP aggregate into its principal income components provides a basis for the analysis of factor incomes, the study of regional economic growth requires
estimates of GSP at both current and constant prices. Hence in Section 5.7 we will describe the "deflation method" used to eliminate the effects of price changes from the current-price estimates.

It must be stressed that our main interest in this chapter is in the GSP aggregate. Hence, the work of Section 5.6 must be regarded as subsidiary. Also, we must stress our preference for a simple rather than a complicated procedure of estimation. For, as we will see in Section 5.4 and Section 5.5, nearly 75% of the data used in the estimation process are obtained directly from publications of the Commonwealth Bureau of Census and Statistics (CBCS). Hence we can reasonably hope that even if we make big errors in estimating the remaining 25%, the estimates of the GSP aggregate will still be reasonably close to the mark. By the same token, we will prefer to rely on readily-available information sources rather than undertaking ourselves the tedious task of searching for missing data. For such data collection is well beyond the scope of our study.

5.2 Concepts of Gross State Product

In this section, we will explain the conceptual framework used for our estimation of GSP. As a preliminary definition, we may say that GSP is a measure of the value of the economic production of the State in the sense of aggregate value added. Two main points arise from this definition. The first relates to the coverage to be adopted. For the economic production referred to can be either that for which the residents of the State are responsible or that which takes place within the geographic area of the State. Secondly, we
must consider whether the economic production referred to is measured in terms of market prices or in terms of the factor payments which it generates. Different ways of dealing with these points give rise to different concepts of GSP.

Taking the first point, the first alternative gives rise to the "national" concept of GSP in which case GSP is regarded as measuring the income ultimately received within the State and hence is sometimes called "total received income" of the State. The second alternative leads to the "domestic" concept of GSP in which GSP is regarded as measuring the income originating within the State and hence is sometimes called "total produced income" of the State. From the point of view of data availability and from the standpoint of measurement and analysis of production and productivity, the "domestic" concept is often preferred to the "national" concept. From the point of data availability, the lack of information on the flow of property income either into or out of a region makes it difficult to implement the "national" concept of GSP. Moreover, since the domestic concept covers all economic activity within a geographical area, regardless of ownership considerations, it is preferable to the "national" concept when a measure of performance of the state economy is required. For these reasons as well as for the reason that we shall later require to make a regional allocation of the Australian GNP, we have decided to adopt the domestic concept of GSP as a framework for our estimation work.

Turning now to the second point, the first alternative leads to a "market price" concept of GSP while the second alternative leads to a "factor cost" concept. The two concepts differ in that market
price concept includes net indirect business taxes whereas these are excluded in the factor cost concept. At the national level it has been found difficult, both conceptually and in terms of data requirements, to allocate total net indirect business taxes to industries. It has been argued that it is difficult to decide whether indirect taxes originate with purchasing industries or selling industries, and that as a result, the meaning of the market price concept of gross domestic product by industry of origin, is somewhat obscure. Also, unevenly applied indirect taxes and excluded subsidies will produce a distorting effect on the resulting estimates of industry gross product. Hence, it is concluded that the market price concept, while useful for demand analysis, is "irrelevant when dealing with the supply side of economic production".2

Since our estimates of GSP will be based mainly on the allocation to the State of the relevant national totals, it is to be expected that similar difficulties would arise if the "market price" concept of production were to be used. For these reasons we have opted for gross domestic product at factor costs as our GSP concept in this study.

---
1. See G. J. Garston and D. A. Worton [20].
Alternative Approaches to Estimation of Gross State Product

As mentioned in the last section, owing to the paucity of regional data, regional income and product estimates are frequently obtained through the allocation of national totals to the regions. When this is done, the regional totals should be reconciled with national control totals in order to emphasize the analytical and statistical interdependence of regional and national estimates. Consequently, the framework within which regional income and product estimates are made is predetermined to some extent by the national accounting system. Working within such a framework, it was concluded in the last section that the requirements of regional disaggregation of the national totals dictated a "domestic at factor costs" concept of economic production. In the present section, we will describe three alternative approaches to the estimation of this concept of gross state product. Then, we will assess the feasibility of implementing each approach in the Tasmanian context.

Like its national counterpart, GSP can be interpreted in three different ways: as the sum of expenditures, as the sum of income payments to the factors of production, and as the sum of each industry's gross product. Each interpretation offers an approach for estimation. These three interpretations of GSP are depicted in Table 5.1. In the first approach, GSP can be derived as the sum of expenditures for consumption, investment (including changes in business inventories), government purchases, and net exports of goods and services. This may be labelled the expenditure-approach which is familiar in estimating GNP in the conventional income and product
### Table 5.1

Gross State Product - Alternative Interpretations

<table>
<thead>
<tr>
<th>A. Gross State Expenditure</th>
<th>B. Gross State Income</th>
<th>C. Gross State Product</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personal Consumption Expenditure</strong></td>
<td><strong>Labour Compensation:</strong></td>
<td>Government</td>
</tr>
<tr>
<td><strong>Gross Private Business Investment:</strong></td>
<td><strong>Wages, Salaries and Supplements</strong></td>
<td>Farm</td>
</tr>
<tr>
<td>Expenditure on Buildings and Construction</td>
<td><strong>Income of Unincorporated Enterprises:</strong></td>
<td>Non-Farm:</td>
</tr>
<tr>
<td>Expenditure on Plant and Equipment</td>
<td>Farm</td>
<td><strong>Mining and Quarrying</strong></td>
</tr>
<tr>
<td><strong>Inventory Change</strong></td>
<td>Non-Farm</td>
<td>Manufacturing</td>
</tr>
<tr>
<td><strong>Net Exports of Goods and Services</strong></td>
<td><strong>Dwelling Rent</strong></td>
<td>Electricity, Gas, and Water Supply</td>
</tr>
<tr>
<td><strong>Government Purchases of Goods and Services:</strong></td>
<td><strong>Company Income and Inventory Valuation Adjustments</strong></td>
<td>Building and Construction</td>
</tr>
<tr>
<td>Federal</td>
<td></td>
<td>Commerce</td>
</tr>
<tr>
<td>State and Local</td>
<td><strong>Gross Operating Surpluses of Public Enterprises</strong></td>
<td>Community and Business Services</td>
</tr>
<tr>
<td><strong>Total Gross Expenditure</strong></td>
<td><strong>= Total Factor Income</strong></td>
<td>Finance and Property</td>
</tr>
<tr>
<td></td>
<td><strong>Net Indirect Business Taxes</strong></td>
<td>Ownership of Dwellings</td>
</tr>
<tr>
<td></td>
<td><strong>Depreciation Allowances</strong></td>
<td>All Other Industries</td>
</tr>
<tr>
<td></td>
<td><strong>Total Gross Income</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Total Gross Product</strong></td>
<td></td>
</tr>
</tbody>
</table>
GSP can also be derived as the sum of income payments to the factors of production (labour compensation, profits, income of unincorporated enterprises, rent, interest) plus nonfactor charges (indirect business taxes, depreciation, etc.). This alternative, called the income-approach, to the estimation of GSP is the most common one adopted in most regional studies. The reason is, of course, that, unlike the expenditure data or the census production data which can be obtained only with difficulty, reliable regional income data are usually available. The third approach to the estimation of GSP is the production-approach. In this approach, GSP is derived as the sum of each industry's contribution to the State's total output of goods and services. Each industry's gross product (or value added) represents the value of production in each industry, less its purchases of materials and intermediate services. Conceptually, the three measures (total gross expenditure, total gross income, and total gross product) are identical. The sum of gross product by industry is equal to gross expenditure since the value of "final" products is equal to the value added at each stage of production. Value added in each industry, on the other hand, is equal to the factor costs (payments) plus other charges against product in each industry, which sum to equal aggregate gross income originating in the geographical area of the State. Therefore, total gross product equals total gross expenditure which, in turn, equals total gross income. But in practice, owing to imperfections

3. See, for example, *Australian National Accounts (ANA)*, published by the CBCS.

4. The income-approach is also the one adopted to estimate GDP in Australia. See *ANA*, 1970-71, p. 2.
inherent either in the available data or in the estimation
methods employed, or because the available statistics are different
in concept from those required, or possibly for many other reasons,
statistical discrepancies do occur between different estimates of
GSP when all the three estimation methods are used.

In most national income estimation, all the three
alternative approaches to the estimation of GNP are used. At the
regional level, however, one or more of the three approaches are
frequently infeasible because both the availability and the
quality of regional data are, in general, less satisfactory than
is the case with the corresponding national data. Indeed, the
paucity of regional data usually forces the investigator to make
a choice from the alternative approaches to estimation. The
familiar expenditure-approach is not generally feasible since
regional data for a number of final product segments, particularly
the balance of payments items are generally required. As recalled
from our survey on regional econometric models, most regional
studies, except for the so-called "island economies" such as Hawaii
and Puerto Rico in the U.S.A., have to employ approaches other
than the expenditure-approach to estimate GSP. Since Tasmania
is also an island-economy, the problem of getting the balance
of payments items would not be as critical as that facing other

5. See Chapter Three. The lack of enthusiasm for the expenditure-
approach at the regional level could also be due to the fact
that regional studies are less prone to the analysis of final
demand (product) than the national studies, for economic
stabilization is not regarded as the responsibility of regional
governments.
mainland economies such as Western Australia. But data deficiency is still sufficiently serious to prohibit the estimation of GSP by the expenditure-approach at this stage. Among other things, data on investment expenditures in the private sector are available only for primary industries and manufacturing industries, but not for tertiary industries. Another difficulty arises from the lack of estimates of the balance of payments on "services", although information on "commodity" exports and imports is available. Also, information on federal government expenditures in Tasmania is not readily available and their correct assessment is difficult.

The income-approach gives an estimate of GSP which is based on income data. These income data are derived from taxation statistics and are on an enterprise (instead of on an establishment) basis. The State's personal income series as published by *Australian National Accounts* is one great source of income data from which estimates of GSP can be calculated by the income-approach.

As mentioned earlier, estimation of GSP by the income-approach requires separate estimates of the income components - (1) wages, salaries and supplements, (2) income of unincorporated enterprises of both the farm and the non-farm sectors, (3) dwelling rent, (4) company income and inventory valuation adjustments, (5) gross operating surpluses of public enterprises, and (6) the non-factor costs (net indirect business taxes and depreciation allowances). The first three

6. Recall that in Chapter One, Section 1.2, we have discussed this point.
7. See Table 5.1 above setting out the components of Gross State Income.
income components are included in the State's personal income series and can be transferred directly to the estimate of GSP. Admittedly, the personal income components are on an "incomes-received" basis whereas the GSP components are on an "accrued income" or "income-earned" basis. However, the two estimates will differ significantly only if a great deal of inter-state commuting takes place which is not the case as regards Tasmania.

Turn now to the remaining two income components and the non-factor cost element. Estimates of company income can be obtained by direct allocation to the State of a share of the Australian total. The gross operating surpluses of public enterprises can be handled similarly. Because we have adopted a "factor cost" (instead of a "market price") concept of GSP, we need not estimate net indirect business taxes. Also, because depreciation allowances are already included in the gross operating surpluses of companies and public enterprises in *Australian National Accounts (ANA)*, we can forget about depreciation allowances in our estimation of GSP. Hence, by blowing up the income components of the State's personal income series by the Australian ratios, we can get estimates of GSP for Tasmania by the income-approach. The details of this procedure are described in Section 5.4.

Lastly, in this section, we will consider the feasibility of implementing the production-approach for Tasmania. The production-approach requires, on an industry-by-industry basis, information on both values of production and costs of intermediate products. In the

---

context of Tasmania, this information is available only for the primary industries and for manufacturing industries. For the calculation of tertiary industry products, one has to resort to the use of incomes-received data. Since tertiary industry product represents about half of total GSP, it appears that the production-approach is not as feasible as the income-approach in the Tasmanian case. An attempt to estimate GSP by the production-approach is nevertheless undertaken in this study in Section 5.5 below.

5.4 Estimation of Gross State Product using the Income-Approach

In this section, we will describe the income-approach to the estimation of GSP for Tasmania. Using this approach, estimates of GSP are obtained by summing income flows in Tasmania. In this context, GSP may be regarded as comprising income from employment (including wages, salaries and supplements to wages and salaries), income of unincorporated enterprises (both farm and non-farm), income from dwelling rent, company income (including allowances for depreciation), and the gross surpluses of public authority business undertakings. Since a large proportion of data, like employment income and income of unincorporated enterprises, are common to both gross national product and personal income, the same estimates as are employed in personal income by states can be used to derive gross state product.

9. In 1964-65, tertiary gross product for Tasmania was estimated at 271.0 million dollars while total GSP was 491.5 million dollars. See computations in Section 5.5, p. 141 below.

10. The proportion of income from current production (i.e. wages, salaries and supplements, and income of unincorporated enterprises) to GNP at factor cost ranges from 82% in 1953-54 to 74% in 1969-70. See Appendix Table A5.1.
The breakdown of the State's personal income series into its principal components as published in *ANA* has facilitated our estimation of GSP using the income-approach. This can be explained by referring to Table 5.2 which has listed, side by side, the various components of personal income and GSP. It can be seen from Table 5.2 that the first three components (wages, salaries and supplements, income of unincorporated enterprises, and dwelling rent) are common to both personal income and GSP. Thus, these three components of income can be transferred to the estimates of GSP without making any adjustments. It remains only to estimate company

<table>
<thead>
<tr>
<th>Table 5.2</th>
<th>Components of GSP and Personal Income</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Wages, Salaries and Supplements</td>
<td>(1) Wages, Salaries and Supplements</td>
</tr>
<tr>
<td>(2) Income of Unincorporated Enterprises</td>
<td>(2) Income of Unincorporated Enterprises</td>
</tr>
<tr>
<td>(3) Dwelling Rent</td>
<td>(3) Dwelling Rent</td>
</tr>
<tr>
<td>(4) Company Income and Inventory Valuation Adjustments</td>
<td>(4) Cash Benefits from General Government</td>
</tr>
<tr>
<td>(5) Gross Operating Surpluses of Public Enterprises</td>
<td>(5) All Other Income</td>
</tr>
<tr>
<td>Gross State Product</td>
<td>Total Personal Income</td>
</tr>
</tbody>
</table>

income and the gross operating surpluses of public enterprises. These two items may be considered as the return to entrepreneurship in

11. Admittedly, this statement is not strictly correct because personal income are cash income received whereas GSP are accrued income to factors. But as said earlier on p. 133, the difference between these two income estimates would be negligible in the Tasmanian context due to absence of inter-state commuting.
Tasmania, and we will call their sum total "entrepreneurial income". Essentially, the Tasmanian entrepreneurial income is estimated by allocating the state share of the corresponding national total. The choice of allocator is quite arbitrary, however, depending on availability of state data. In this exercise, we have found it convenient to allocate the state share of the Australian total of entrepreneurial income (defined as the excess of GNP at factor cost over labour income from current production, i.e. the sum of wages salaries, and supplements, and income of unincorporated enterprises) on the basis of labour income from current production. In Table 5.3 we work through this exercise for the year 1964-65 in order to illustrate the method. Estimates of GSP for Tasmania for other years are given in Table A5.1 in the Appendix. This table also gives the proportion of labour income from current production to GSP. It will be seen that labour income from current production constitutes a very high proportion of GSP.12 Since the figures for labour income from current production are obtained directly from publications of the Commonwealth Bureau of Census and Statistics (CBCS), our estimates of GSP by the income-approach should be reasonably accurate.

An alternative approach to the estimation of GSP for Tasmania is also attempted in this study. This alternative is the production-approach. Unlike the income-approach just described which is based on income data derived from payroll tax and income tax statistics, the production-approach is based primarily on production-census data.

12. The proportion of labour income from current production to GSP ranges from 82% in 1953-54 to 74% in 1969-70.
Table 5.3

Estimation of the Tasmanian GSP using the Income-Approach, 1964-65

Australian figures used ($m.):

\[
\text{GNP at factor cost} = 17,784
\]
\[
\text{less Labour Income from Current Production:--}
\]
\[
\begin{align*}
\text{Wages, Salaries, and Supplements} &= 9,932 \\
\text{Income of Unincorporated Enterprises} &= 3,531
\end{align*}
\]
\[= 13,463\]
equals Entrepreneurial Income

Tasmanian figures used ($m.):

\[
\begin{align*}
\text{Wages, Salaries and Supplements} &= 277 \\
\text{add Income of Unincorporated Enterprises} &= 78
\end{align*}
\]
equals Labour Income from Current Production 355

Thus, Tasmanian Entrepreneurial Income in 1964-65 is given by:

\[
\frac{\text{Tasmanian Labour Income from Current Production}}{\text{Australian Labour Income from Current Production}} \times \frac{\text{Australian Entrepreneurial Income}}{\text{Tasmanian Labour Income from Current Production}}
\]

\[
= \frac{355}{13,463} \times 4,321 = \$114m.
\]

It follows that:

Tasmanian GSP at factor cost in 1964-65 is given by:

\[
\text{Tasmanian Labour Income from Current Production} + \text{Tasmanian Entrepreneurial Income} = 355 + 114 = \$469m.
\]
However, the paucity of this type of data in the tertiary industries will usually force the investigator to use a combination of both types of data. The procedures which we have used for estimating GSP for Tasmania by the production-approach are described in the following section. The estimates thus derived can serve as a consistency check on the income-based estimates of GSP described above.

5.5 Estimation of Gross State Product using the Production-Approach

In this section, we will describe the procedures used in estimating GSP for Tasmania by the production-approach. According to this approach, estimates of GSP are obtained for Tasmania by summing product values, i.e. value added in terms of factor cost, industry by industry. The industry classification scheme used is the same as that in *Australian National Accounts* (ANA).

Basically, the method involves valuing the output of goods and services for each industry and then deducting the cost of all materials (and services) used in the process of production to arrive at value added in terms of factor cost. However, the process of estimating the value added for each industry is very complicated and is not undertaken in this study. Rather, we will try to obtain the approximate value added figures using published information of the *Commonwealth Bureau of Census and Statistics*. We have found that for both the primary and secondary industries, the official "net recorded value of production" figures can be used to approximate the value added figure for the industry. Value added is a less gross concept than the net recorded value of production, and "... estimates of
miscellaneous expenses such as maintenance of buildings, motor vehicle operating expenses, insurance, advertising, etc., [should] be deducted from the recorded value of production in order to obtain estimates of gross product [value added]." Again, the estimation of these "miscellaneous expenses" which are necessary for reconciling the two concepts of production is not undertaken in this study. Rather, we will try to estimate value added (gross product) for these industries (primary and secondary) from the net recorded value of production on the basis of the Australian proportion of gross product at factor cost to net recorded value of production. An illustration of this method is given in Table 5.4.

Now we will turn to the estimation of gross product originating in the tertiary industries which include electricity, gas, and water supply; building and construction; transport and communication; commerce; public administration and defence community and business services; finance and property; and all other industries. For these tertiary industries, we cannot apply the above method of estimating gross product because no production-census data such as "net recorded value of production" are available. For these industries, therefore, it becomes necessary to estimate gross product as the incomes received, thus resorting to the use of income data. Our procedure for estimating gross product in the Tasmanian tertiary industries is to allocate to the State a share of the Australian total,

Table 5.4

Estimation of Gross Product (Value Added) from Net Recorded Value of Production, 1964-65

Australian figures used ($m.):

Primary Industries (excluding Mining and Quarrying):

<table>
<thead>
<tr>
<th>Gross Product originating</th>
<th>Net Value of Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>2184</td>
<td>2744</td>
</tr>
</tbody>
</table>

Hence, GROSS PRODUCT/Net Value of Production = \( \frac{2184}{2744} \) = 0.795

Mining and Quarrying

<table>
<thead>
<tr>
<th>Gross Product originating</th>
<th>Net Value of Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>309</td>
<td>400</td>
</tr>
</tbody>
</table>

Hence, GROSS PRODUCT/Net Value of Production = \( \frac{309}{400} \) = 0.773

Manufacturing

<table>
<thead>
<tr>
<th>Gross Product originating</th>
<th>Net Value of Production</th>
</tr>
</thead>
<tbody>
<tr>
<td>5089</td>
<td>5897</td>
</tr>
</tbody>
</table>

Hence, GROSS PRODUCT/Net Value of Production = \( \frac{5089}{5897} \) = 0.862

Tasmanian figures used ($m.):

Primary Industries (excluding Mining and Quarrying):

Net Value of Production = 85

Australian proportion of (GROSS PRODUCT/Net Value of Production) applied = 0.795

Hence, Tasmanian Gross Product originating = 85 \times 0.795 = 62.5 ($m.)

Mining and Quarrying

Net Value of Production = 18.2

Australian proportion applied = 0.773

Hence, Tasmanian Gross Product originating = 18.2 \times 0.773 = 14.0 ($m.)

Manufacturing

Net Value of Production = 167

Australian proportion applied = 0.862

Hence, Tasmanian Gross Product originating = 167 \times 0.862 = 144 ($m.)

Summary of Industry Gross Products for 1964-65:

GROSS PRODUCT originating in Primary Industries (excluding Mining and Quarrying) = 62.5 ($m.)

GROSS PRODUCT originating in Mining and Quarrying = 14.0 ($m.)

GROSS PRODUCT originating in Manufacturing = 144.0 ($m.)
industry by industry, on the basis of labour income from current production, i.e. wages, salaries and supplements, and income of unincorporated enterprises. This procedure is illustrated in Table 5.5 for the year 1964-65.

Thus our estimate of GSP for 1964-65 using the production-approach is given by:

<table>
<thead>
<tr>
<th>Gross Products:</th>
<th>($m.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>62.5</td>
</tr>
<tr>
<td>Mining and Quarrying</td>
<td>14.0</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>144.0</td>
</tr>
<tr>
<td>Tertiary</td>
<td>271.0</td>
</tr>
</tbody>
</table>

GROSS STATE PRODUCT = 491.5

Recalling that our estimate of GSP for 1964-65 by the income-approach was 469 million dollars, we see that there is a discrepancy between the estimates given by the two approaches for 1964-65 of 22.5 million dollars. In view of the amount of extra work involved in the production-approach, and the fact that the industry distribution of labour income from current production is not available except for the year 1964-65 so that some other method of dealing with the tertiary industries would have to be used, the income-approach as described in Section 5.4 is preferred for the estimation of GSP in this study. On the other hand, the production-approach, described in this section, provides a convenient way of obtaining the industrial sub-division of GSP. Such a sub-division is necessary for the study of industrial

14. The industry distribution of this series for 1964-65 is obtained from unpublished information of the CBCS.
Table 5.5

Estimation of Tertiary Industry Gross Product, 1964-65

<table>
<thead>
<tr>
<th>Industry</th>
<th>National Totals ($m.)</th>
<th>State Totals ($m.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Labour Income</td>
<td>Gross Product</td>
</tr>
<tr>
<td></td>
<td>from Current Production</td>
<td>Originating (b)</td>
</tr>
<tr>
<td></td>
<td>(a)</td>
<td>(b)</td>
</tr>
<tr>
<td>Electricity, Gas, and Water Supply</td>
<td>227</td>
<td>597</td>
</tr>
<tr>
<td>Building and Construction</td>
<td>1334</td>
<td>1436</td>
</tr>
<tr>
<td>Transport and Communication</td>
<td>1093</td>
<td>1442</td>
</tr>
<tr>
<td>Commerce</td>
<td>1902</td>
<td>2538</td>
</tr>
<tr>
<td>Public Administration and Defence</td>
<td>603</td>
<td>603</td>
</tr>
<tr>
<td>Community and Business Services</td>
<td>1403</td>
<td>1425</td>
</tr>
<tr>
<td>Finance and Property</td>
<td>486</td>
<td>588</td>
</tr>
<tr>
<td>All Other Industries</td>
<td>584</td>
<td>674</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
structure of the region and for the analysis of production and productivity. But these matters are quite beyond the scope of this study and will not be pursued further.

5.6 Components of the Tasmanian Gross State Product

The two preceding sections aimed at providing a total for GSP. But often, stress is laid on the breakdown of GSP into its components. An obvious and important example is in the study of the distribution of factor incomes. In this kind of study, a breakdown of the aggregate into its principal components is essential.

As recalled in Section 5.4 above, the State's personal income, by type of income, as published in the tables of Australian National Accounts covers three out of five principal income components of GSP. The remaining two income components (company income and inventory valuation adjustment, and gross operating surpluses of public enterprises) are lumped together to give estimates of entrepreneurial income. In this section, we will try to break this total down into its two components so as to achieve a complete breakdown of the GSP aggregate into its five components. A recent publication of the Commonwealth Bureau of Census and Statistics has made this possible. Figures for gross operating surpluses of public enterprises in the State are published in Public Authority Finance.

15. See, for example, G. McCrone [37].

16. See Section 5.4, p.135.

17. Public Authority Finance, Bulletin No. 1, 1969-70, CBCS, Canberra, Table (80) - Tasmania.
This leaves only company income to be estimated.

Company income produced in the region is often the most difficult component to be estimated in the income-approach. Companies operating in a region may have branches or have their central office in some other regions. Since data for company income are based on company income tax statistics, any difference between the place of assessment of company income and the region to which the income may properly be said to accrue will play havoc with regional estimates. For the companies assessed in the region are not necessarily all the companies contributing to the gross regional product of the region concerned. A method of estimating company income for a region for the case of company income being assessed in the region, and also for the case when regional company income is assessed at the central office is put forward by A. Kerr.\textsuperscript{18} However, to follow this method of estimating regional company income, it is necessary to make an extensive search into the income tax statistics as well as undertaking the time-consuming task of compiling the statistics. For these reasons, Kerr's method of estimating company income will not be followed in our study.

As mentioned in Section 5.1, our main objective in this chapter is to obtain reasonably accurate estimates of GSP through the simplest possible procedure. We have also stipulated that we prefer to get our estimates of GSP through readily available sources rather than by undertaking a detailed and time-consuming data estimation process. Hence, we prefer to estimate company income produced in

\textsuperscript{18}See A. Kerr \cite{33}.
Table 5.6

Principal Components of the Tasmanian GSP, 1964-65 to 1968-69, ($m.)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Australian figures used:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) Wages, Salaries and Supplements</td>
<td>9932</td>
<td>10699</td>
<td>11674</td>
<td>12696</td>
<td>14046</td>
</tr>
<tr>
<td>(2) Company Income</td>
<td>2828</td>
<td>2861</td>
<td>3164</td>
<td>3588</td>
<td>4027</td>
</tr>
<tr>
<td>(3) Ratio of (item (2)/item (1))</td>
<td>.285</td>
<td>.268</td>
<td>.271</td>
<td>.283</td>
<td>.286</td>
</tr>
<tr>
<td><strong>Tasmanian figures used:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4) Wages, Salaries, and Supplements</td>
<td>277</td>
<td>302</td>
<td>335</td>
<td>362</td>
<td>389</td>
</tr>
<tr>
<td>(5) Income of Unincorporated Enterprises:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Farm</td>
<td>39</td>
<td>31</td>
<td>36</td>
<td>21</td>
<td>33</td>
</tr>
<tr>
<td>- Non-farm</td>
<td>39</td>
<td>41</td>
<td>44</td>
<td>46</td>
<td>48</td>
</tr>
<tr>
<td>(6) Dwelling Rent</td>
<td>10</td>
<td>10</td>
<td>12</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>(7) Gross Operating Surpluses of Public Enterprises</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>22</td>
<td>28</td>
</tr>
<tr>
<td>(8) Company Income = (3) x (4)</td>
<td>79</td>
<td>81</td>
<td>91</td>
<td>102</td>
<td>111</td>
</tr>
<tr>
<td>(9) GSP at factor cost (from Table A5.1 in the Appendix)</td>
<td>469</td>
<td>493</td>
<td>546</td>
<td>575</td>
<td>630</td>
</tr>
<tr>
<td>(10) (Company Income as Residuals) = (9) - [(4) + (5) + (6) + (7)]</td>
<td>(84)</td>
<td>(88)</td>
<td>(97)</td>
<td>(113)</td>
<td>(121)</td>
</tr>
</tbody>
</table>
Tasmania by allocating the state portion of the Australian total. A variety of allocators have been suggested in other regional studies concerning the allocation of the regional share of the national total. These include the ratio which wages and salaries and sales in a region have to the national totals, the ratio of regional dividends received to the national total, factors which reflect the ownership of capital, excluding land and buildings, and so on. In our case, we cannot find an allocator more suitable than the ratio of wages, salaries and supplements, and this is the allocator which has been used. To clarify the procedure, the computations for the period 1964-65 to 1968-69 are shown in Table 5.6 together with an alternative computation in which Tasmanian company is treated as a residual.

5.7 Estimates of Gross State Product at Constant Prices

Recall that in Section 5.4 above, we have made estimates of gross state product for Tasmania by the income-approach. These estimates have been measured in terms of the actual prices at which transactions have taken place, i.e. at current prices. A time series of GSP so constructed will reflect both changes in prices and changes in quantity. However, when one wishes to analyse the behaviour of the economic system, it is desirable to separate the price change in the time series. This is especially true in our case when we

19. See H. J. Adler [64].
20. See the Illinois model in Chapter Three, Section 3.3.2c.
want to assess Tasmania's economic growth or when we want to compare it with that of Australia. For such a purpose, the growth of the Tasmanian economy can be assessed properly only if GSP is expressed at constant prices; that is, when GSP is expressed in the prices of a fixed base year so that quantity changes can be isolated. Therefore, for analytical purposes and in order to derive a measure of "real" growth in the economy, the current-price estimates of GSP are deflated in order to obtain a measure of constant-price GSP.

For national economies, a variety of techniques are available for deflating current-price GNP in order to obtain a measure of constant-price GNP. The adoption of a particular deflation technique often depends on the way in which current-price estimates of GNP have been derived. The usual constant price data are for expenditure on GNP at market prices and its components. This data purports to show changes in real personal consumption, real expenditures, and real capital formation. The constant price data are obtained by deflating the current expenditure data for specific goods and services by appropriate price indexes, or in some cases by using direct quantity measures for the changes in particular categories of goods and services. Since our current-price estimates of GSP are not derived by summing expenditure items, the deflation technique just described is not suitable for our purpose.

Current-price estimates of GNP are often derived by summing accrued factor incomes earned and nonfactor costs incurred in the

22. This method to obtain constant-price estimates of GNP and its components is employed in Australian National Accounts. See Appendix B, ANA, 1970-71.
production process. This estimation method can give rise to problems of deflation. For the current-price estimates of GNP thus derived (as the sum of factor payments and nonfactor costs of production) are not directly convertible to constant-price estimates because the components (employee compensation, profits, interest, etc.) cannot be properly regarded as the product of a quantity and a unit price. Since our current-price estimates of GSP are derived in a way which is equivalent to the summation of factor payments, this deflation problem will also arise in our case.

An alternative deflation technique is available when the current-price estimate of GNP is derived, on an industry-by-industry basis, as the sum of each industry's contribution to the nation's total output of goods and services. Because an industry's gross product or value added represents its unduplicated contribution to total output, it may be measured as the value of production less the contribution to its production made by other industries, i.e. materials and services purchased from other industries. On the basis of this definition of industry gross product as the difference between output and input of materials, business services, and other items, estimates of industry real product can be derived by the double-deflation method. In this method, each industry's current-price sales (including inventory change) and purchases of intermediate materials and services

23. See Section 5.3 on alternative approaches to derive GSP.

24. Recall that in Section 5.4, our current-price estimates of GSP are derived by extending some income-components of the personal income series so as to cover all income components of GSP.
are deflated separately and the difference between the estimates of constant-price production and cost of intermediate products, is constant-price industry gross product. However, to be operative, this double deflation method requires knowledge of the inputs into each industry and their prices, as well as the prices of each industry's output. In practice, it is not always possible to develop industry-real-product measures by this method and various alternative methods are used.

For Tasmania, gross state product at constant prices is difficult to calculate owing to the absence of suitable Tasmanian price indices. A consumer price index has been used as a general deflator in some regional studies, and is often considered a suitable deflator for various expenditure items and for personal income. However, it is not a satisfactory deflator for GSP which is a measure of output. Instead, we have chosen to deflate the Tasmanian GSP at current prices by Australian price indices. The price indices used were all obtained from a publication of the Commonwealth Bureau of Census and Statistics. In this publication, constant-price

25. See, for example, the Philadelphia model in Chapter Three.
26. See Supplements to ANA, June 1969, Ibid.
estimates of gross product by industry were derived from the current-price estimates by the double deflation method described above. By dividing the former into the latter one is able to obtain a price index for each industry. These price indexes have been reproduced in Table A5.4 in the Appendix.

Since our price deflators are now available on an industry basis, we can derive not only the constant-price gross state product aggregate but also its industry components. Before we can do this, we must first break down our current-price estimates of GSP into its industry components. To do this, we require an industry distribution of the series, incomes received by persons from current production (previously defined as consisting of wages, salaries and supplements, income of unincorporated enterprises) and entrepreneurial income.27 Such an industry distribution is available for the year 1964-65 and we have calculated the distribution for other years by applying the Australian distributions. These figures are presented in Table A5.5 in the Appendix.

Having obtained our industry subdivisions of incomes-received by person from current production, we can now apply the income-approach to estimate GSP and its industry subdivisions at current-prices. These figures are presented in Table A5.2 in the Appendix. These current-price estimates of industry gross product are later divided by the relevant price deflators in Table A5.4 to give constant-price estimates of GSP and its industry subdivisions. These constant-price estimates are presented in Table A5.3 in the Appendix.

27. See Section 5.4 above on how we estimated GSP for Tasmania using the income-approach.
6.1 Introduction

In Chapter Four we came to the conclusion that, having regard to data requirements, the only types of REM which it would be feasible to construct for the Tasmanian economy at the present time are a REMM and REBM. Having reached that conclusion, we will now act accordingly. In this chapter, a REMM will be constructed and described while in Chapter Seven, we shall construct two REBM.

The REMM to be developed in this chapter is designed for forecasting three Tasmanian aggregates: gross state product, total personal income, and total employment. It comprises three regression equations, each of which relates a particular Tasmanian aggregate (the regressand) to a number of Australian (and some overseas-sector) economic indicators (the regressors). The regressors to be used in the final forecasting equations were chosen from a set of eighteen potentially relevant explanatory variables. These eighteen variables are discussed in Section 6.2. The method used to decide which of these variables will be used in the three equations of our REMM was stepwise regression. In this method, the independent variables are introduced into or removed from the regression one at a time in a "step-wise" manner. The decision as to whether to accept a variable or not is made on the basis of the influence of this variable upon the residual variance of the equation. A more detailed description of this method and the results of the experiments performed using step-wise regression procedure is given in Section 6.3 below.
Having decided which independent variables were to be used in the three forecasting equations of our REMM we then experimented with the various lag structures in the hope of improving its performance. The various lag-experiments performed are described in Section 6.4. Finally, in Section 6.5 we present some conclusions.

6.2 Choice of Variables

The first step in the development of our REMM was to decide on the variables to be included. As regards the dependent variables we singled out three Tasmanian aggregates as representative indicators for the State. They are respectively gross state product GSP, total employment TEMP, and total personal income TPI. The significance of GSP has already been discussed in Chapter Five and will not be considered again here. Total employment can be regarded as an important indicator for reflecting the general economic conditions of the State. Measures of productivity, unemployment, and so on, can be computed from employment estimates. Also, the comparison of economic growth can be made on the basis of employment rather than the more common indicator, state or personal income. The third dependent variable chosen is total personal income. This variable is generally regarded as a good measure of "economic welfare" for the State, and when set alongside statistics of population gives a measure of the "standard of living". Thus jointly, these three Tasmanian variables provide a good basis for the type of economic analysis which we are to undertake.
As a first step in compiling our set of potentially relevant independent variables we listed those commonly used in the sample of regional econometric models discussed in Chapter Three. Examination of these REM shows that the commonly-used independent national variables are those listed in Table 6.1.

Table 6.1
Commonly-Used Independent National Variables

<table>
<thead>
<tr>
<th>Line</th>
<th>Symbol</th>
<th>Variable</th>
<th>Models* Using Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>GNP</td>
<td>Gross National Product</td>
<td>all models</td>
</tr>
<tr>
<td>2.</td>
<td>GNP&lt;sub&gt;i&lt;/sub&gt;</td>
<td>Expenditure Components of GNP: e.g. Consumption Expenditure, Private Investment</td>
<td>Michigan and California models</td>
</tr>
<tr>
<td>3.</td>
<td>DE</td>
<td>Defense Expenditure</td>
<td>Hawaii and California models</td>
</tr>
<tr>
<td>4.</td>
<td>NDE</td>
<td>Non-Defense Government Expenditure</td>
<td>Hawaii</td>
</tr>
<tr>
<td>5.</td>
<td>TE</td>
<td>Tourist Expenditure</td>
<td>Hawaii</td>
</tr>
</tbody>
</table>

* "Models" refers to models discussed in Chapter Three except for "California model" [79], which is included for completeness.

We considered each of the variables listed in Table 6.1 in turn. It seemed clear that defense expenditure, though important to the income-generation process of both the Californian and the Hawaiian economies, is not an important variable in the Tasmanian context. Tourism is an important income-generating activity in Tasmania and so the variable, tourist expenditure in Tasmania, should be a potentially relevant variable. Unfortunately, the lack of information on this particular variable made it impossible to include it in our
analysis. We were, therefore, left with GNP and the various expenditure components of GNP to be considered in compiling our list of potentially relevant independent variables. These seemed to be valid candidates, and accordingly, GNP (gross domestic product in Australian statistical terms) and six expenditure components were included (variables (V5) through (V13) in Table 6.2, p. 156.

Having made our selection from the variables listed in Table 6.1, we next added seven other variables representing the supply side of the Australian economy (variables (V1) through (V7)), four variables from the overseas sector (variables (V14) through (V17)), and one income variable. Thus, by this simple process, we made up a list of eighteen potentially relevant independent variables.

We must now consider the problem of getting the necessary data for the eighteen chosen independent variables. There are in fact two ways of solving this problem. One way is to obtain data on the required national variables directly from the data base of a national econometric model that has already been constructed. This can be done when the regional model under study is "linked-up" with a related national econometric model.\(^1\) This procedure when undertaken can help the regional model-builder not only in the estimation stage where he can obtain data on the national variables he requires directly from the data base of the national model, but also in the forecasting stage where the forecast values of the relevant national variables can be obtained directly from the solutions of the national model. The possibility of linking up our Tasmanian REMM to one of the existing macroeconomic models for

---

1. On this point, see our discussions on p. 19, Section 2.3.1 above.
Australia was considered. However, it was concluded that the technical problems involved would make such a linking-up impracticable in our case. Although a number of national macroeconomic models are now in operation in Australia, the data-base, and the manipulations of these models to get the required solutions are not directly accessible to an outsider and negotiations with those directly involved in the development of these national models was not considered feasible. Accordingly, we decided to adopt the second way of solving this problem, namely by relying on *Australian National Accounts* and other publications of the *Commonwealth Bureau of Census and Statistics* (now called the Australian Bureau of Statistics) for our data requirements. From these sources, time series for our list of eighteen potentially relevant variables as indicated in Table 6.2 on page 156 have been compiled. CBCS publications were the source of the time series used for two of our dependent variables also. The series for total personal income was taken from *Australian National Accounts* while that for total employment was taken from *Employment and Unemployment*. The series used for gross state product was, of course, taken from Chapter Five. The complete set of time series used for the three dependent variables and the eighteen potentially relevant independent variables is shown in Data Table A6 in the Appendix. It will be seen that the sample period is from 1948-49 to 1971-72.

As mentioned in Section 6.1, eighteen regressors are far too many to be included at the one time when the sample period is as short as ours. For this and other reasons we want to cut down
Table 6.2

Potentially Relevant Independent Variables

<table>
<thead>
<tr>
<th>No. of Variable</th>
<th>Symbol</th>
<th>Description of Variable</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>AUSEMP</td>
<td>Total Civilian Employment</td>
<td>2 (see below for key)</td>
</tr>
<tr>
<td>V2</td>
<td>UNEMPL</td>
<td>Persons on Unemployment Benefits</td>
<td>2</td>
</tr>
<tr>
<td>V3</td>
<td>GDP</td>
<td>Gross Domestic Product ($m.)</td>
<td>1</td>
</tr>
<tr>
<td>V4</td>
<td>MGFRDP</td>
<td>Gross Manufacturing Product ($m.)</td>
<td>1</td>
</tr>
<tr>
<td>V5</td>
<td>GNFRDP</td>
<td>Gross Non-Farm Product ($m.)</td>
<td>1</td>
</tr>
<tr>
<td>V6</td>
<td>METRDP</td>
<td>Production of Meat, quantity in tons</td>
<td>3</td>
</tr>
<tr>
<td>V7</td>
<td>WOLRDP</td>
<td>Production of Wool, quantity in lbs.</td>
<td>3</td>
</tr>
<tr>
<td>V8</td>
<td>Δ Stock</td>
<td>Physical Change in Stocks ($m.)</td>
<td>1</td>
</tr>
<tr>
<td>V9</td>
<td>PCONSP</td>
<td>Total Private Consumption Expenditure ($m.)</td>
<td>1</td>
</tr>
<tr>
<td>V10</td>
<td>GCNSP</td>
<td>Total Government Consumption Expenditure ($m.)</td>
<td>1</td>
</tr>
<tr>
<td>V11</td>
<td>INVDWL</td>
<td>Investment in Dwellings ($m.)</td>
<td>1</td>
</tr>
<tr>
<td>V12</td>
<td>INVOIOT</td>
<td>Investment in Other Categories ($m.)</td>
<td>1</td>
</tr>
<tr>
<td>V13</td>
<td>INVGOIT</td>
<td>Government Investment ($m.)</td>
<td>1</td>
</tr>
<tr>
<td>V14</td>
<td>PIDXUK</td>
<td>Production Index in the U.K.</td>
<td>4</td>
</tr>
<tr>
<td>V15</td>
<td>NINCUK</td>
<td>National Income U.K. (m.)</td>
<td>4</td>
</tr>
<tr>
<td>V16</td>
<td>EXPORT</td>
<td>Value of Total Australian Exports ($m.)</td>
<td>1</td>
</tr>
<tr>
<td>V17</td>
<td>IMPORT</td>
<td>Value of Total Australian Imports ($m.)</td>
<td>1</td>
</tr>
<tr>
<td>V18</td>
<td>AUSPIN</td>
<td>Australian Total Personal Income ($m.)</td>
<td>1</td>
</tr>
</tbody>
</table>

Source: 1. *Australian National Accounts* (CBCS, Canberra)
2. *Employment and Unemployment* (CBCS, Canberra)
3. *Primary Industries* (CBCS, Hobart)
4. *Quarterly Summary of Statistics* (CBCS, Canberra)
the number of regressors in our forecasting equations by eliminating those which are statistically insignificant. A systematic method of doing this is the method known as Stepwise Regression and this is the method which we employed.

Stepwise Regression belongs to a class of statistical procedures which have been proposed for variable selection in multiple regression. These procedures deal with the problem: given a large set of potential predictors, to select the "best" subset. This is precisely the problem which arises in the course of developing our REM for Tasmania. Specifically, we are confronted with a list of eighteen potentially relevant independent variables and find it impossible to include them all because of the smallness of our sample size. We wish, therefore, to select the "best" subset. In our stepwise regression computations, the eighteen potential independent variables were screened, one by one, by an automatic screening computer routine to decide which one was to be kept in the final forecasting equation. In a "stepwise" manner, an independent variable was entered into the forecasting equation when it was found to be statistically significant, or was removed when it was found not to be so.

Results of our Stepwise Regression experiments are presented in the next section, but before we move on to discuss these

2. Other procedures now available for selecting variables in multiple regression analyses include all possible regressions, the backward elimination method, and the forward selection method. An excellent account of these methods appears in N. R. Draper and H. Smith [15].
results a word of warning on the use of Stepwise Regression in econometric research is in order. In the first place, Stepwise Regression results indicate nothing more than particular associations between the independent variables and the dependent variable under study; they do not of themselves suggest anything about causality, i.e. the results cannot be used to make inferences about any structural relationships which might have generated the data used. In the second place, when there is multicollinearity among the independent variables Stepwise Regression might easily exclude significant independent variables from the final regression equation. In selecting variables for inclusion in the regression equation, if any of the independent variables are intercorrelated so that they affect the dependent variable jointly as well as independently, the technique of Stepwise Regression attributes all of the joint effect to the variables selected for inclusion. Thus, some variables rejected by the analysis as not adding significantly to the $R^2$ for a particular relationship may, in fact, have an important influence on the dependent variable. And finally, it must be stressed that fruitful use of Stepwise Regression lies only in the initial exploratory stage of a continuing process of experimentation involving relationships about which little is known, and that this process must be supplemented by further empirical testing and theoretical reasoning. For this empirical approach is never meant to replace the need for sound theoretical reasoning from which plausible hypotheses are formulated and tested. Failing this, the use of Stepwise Regression becomes opportunistic and may be little more than casual empiricism.
With the help of the available stepwise computer programme we have performed the following stepwise regression experiments. Each of the three Tasmanian aggregates (gross state product, total personal income and total unemployment) was regressed in turn on all the eighteen potentially relevant independent variables (described in Table 6.2, p. 156). The stepwise procedure then picked out the significant independent variables to form the final forecasting equation. The operation of the procedure requires that two critical F-values be chosen from the F-table in advance. The first (called the "F-in" value) is used to set the lower limit for the entry of variables, and the second (called the "F-out" value) is used for the exclusion of variables from the forecasting equation. Throughout our experiments, the critical F-in value was fixed equal to the F-out value at 4.38, and this critical F-value was unchanged in each step of the stepwise procedures (i.e. ignoring the changing degrees of freedom when new independent variables enter or when old variables are removed from the final forecasting equation).

In order to pick the best functional form for the final forecasting equation, data in absolute values, first differences, and in (common) logarithms have been tried with the stepwise regression

3. The programme used, STEPWISE REGRESSION, U2476, was written by D. W. Challen, Commerce Department, University of Tasmania.

4. This corresponds to the F-value with 1 and 19 degrees of freedom at the 5% critical point; see Table 7 in R. J. Wonnacott and T. H. Wonnacott [62]. In these experiments, the number of observations was (n = 24) and the number of independent variables to be included in the final prediction equation was assumed to be k = 4, thus making the degrees of freedom in the denominator equal to: n - k - 1 = 19.
Table 6.3  
Summary of Stepwise Regression Results*

A. GROSS STATE PRODUCT (GSP)

1. \[ GSP = 33.84 + .105 MGFPRD - .332 NINCUK \]
   \[ (6.0) \quad (11.4) \quad (2.1) \]

2. \[ \Delta GSP = 5.38 + .017 \Delta GDP \]
   \[ (1.34) \quad (6.88) \]

3. \[ \log GSP = 1.172 - .494 \log AUSEMP - .081 \log INVOTH - .032 \log UNEMPL + 1.199 \log MGFPRD \]
   \[ (2.23) \quad (-3.29) \quad (-4.46) \quad (-3.73) \quad (24.64) \]

B. TOTAL PERSONAL INCOME (TPI)

1. \[ TPI = 8.97 + .035 PCONSP \]
   \[ (2.33) \quad (103.1) \]

2. \[ \Delta TPI = 5.81 + .020 \Delta AUSPIN \]
   \[ (2.0) \quad (9.68) \]

3. \[ \log TPI = -2.01 + .727 \log GDP + .605 \log PCONSP - .209 \log MINCUK - .028 \log INVOTH - .44 \log PIDXUK \]
   \[ (-7.7) \quad (3.5) \quad (3.05) \quad (-2.6) \quad (-2.1) \quad (-3.3) \]

C. TOTAL EMPLOYMENT (TEMP)

1. \[ TEMP = 3.0 + .032 AUSEMP - .003 EXPORT \]
   \[ (.99) \quad (20.6) \quad (-3.5) \]

2. \[ \Delta TEMP = .87 + .0198 \Delta AUSEMP - .005 \Delta METPRD \]
   \[ (1.9) \quad (4.9) \quad (-2.3) \]

3. \[ \log TEMP = -1.1 + .776 \log AUSEMP + .068 \log GCONSP - .06 \log EXPORT \]
   \[ (.6) \quad (14.0) \quad (5.12) \quad (-2.97) \]

* The figures in parentheses are (partial) t-ratios. These are the positive square roots of the partial F-values, or what are called partial determination coefficients by A. Goldberger, op. cit.
programme. The results of our stepwise regression experiments are summarized in Table 6.3 on p. 160. The following points deserve comment. Firstly, both when the data are expressed in absolute values and when they are expressed in logarithms, near-perfect fit (i.e. $R^2$ in excess of .99) results for all three final equations. The equations based on logarithmic data contain more independent variables than the ones using data in absolute values. In this respect, the equations using data in absolute values would be preferred because they have produced the same fit with less regressors. However, judging from the values of the Durbin-Watson statistic ($d$), the results seem to point to the reverse direction. The equations using absolute values tend to have lower values for this statistic, and in two out of the three cases (excepting the one for personal income) $d < d_n$, the critical lower limit. This suggests that these equations have significant positive autocorrelation in their residual.

Secondly, judging from the values of the partial t-ratios ($t$) for the regression coefficients, both the logarithmic and the absolute value forms of the equations tend to identify the same variable as the most significant. For instance, for gross state products, the most significant explanatory variable is gross manufacturing product MGFPRD with ($t = 11.4$) for the absolute value form and ($t = 24.64$) in the logarithmic form. The same results apply to both total personal income (where the most significant explanatory variable is private consumption in Australia PCONSP and total employment (where the most significant explanatory variable is the Australian Total Employment AUSEMP). So overall, the results
for these two functional forms are similar, and had it not been for the rather unsatisfactory values of the Durbin-Watson statistic, one would prefer the absolute-value form to the logarithmic form.

The results are somewhat different for the equations using first differences. In the first place, the first-difference forms tend to give poorer fit (although this result is hardly unexpected since equations using first differences almost always produce poorer fit). Secondly, the equations based on first-difference data tend to identify a different regressor. In particular, the first-difference forms suggest that the best (most significant) explanatory variable is the national variable which corresponded to the dependent variable. Thus, for gross state product, the only regressor entering into the forecasting equation is gross domestic product. This applies also to the equations for total personal income and total employment where the corresponding Australian personal income and Australian employment are the most significant explanatory variables. Thirdly, the first-difference forms seem to fare best in regard to the Durbin-Watson statistic. In all three equations, $d > d_u$, the critical upper limit, indicating the absence of autocorrelated residuals.

On the whole, the results obtained from our stepwise regression experiments were highly satisfactory. Although the logarithmic and the absolute-value forms included different regressors in their respective forecasting equations, they tended to identify the same, most significant one. Further, with only one or at most two regressors, the absolute-value form can explain over 99% of the variations in the dependent variable. The only unsatisfactory point
about these equations is their low Durbin-Watson statistic \((d < 1.5)\). We will see in the next section (6.4), where we experiment with different lag-structures, whether this unsatisfactory feature can be improved upon.

6.4 Experiments on the Lag Structure

From the last section we have seen how the method of Stepwise Regression has assisted us to identify the national indicators which are most closely associated with particular Tasmanian variables. But it must be pointed out that in the analysis undertaken so far it has been assumed that the Tasmanian variable at time \(t\) is influenced only by the contemporaneous values of certain national variables. Now, in this section we will assume that the Tasmanian variable at time \(t\) is related not only to the current value but also to past values of the national indicators in question. If this assumption is valid, our empirical model could be improved by imposing a lag structure. Our experiments on the lag structure were conducted within the framework of the general distributed-lag model:

\[
(6.1) \quad y_t = \sum_{i=0}^{\infty} \beta_i x_{t-i} + e_t,
\]

where \(y\) is the dependent variable, \(x\) the independent variable, \(e\) a random disturbance and the \(\beta\)'s a set of constants.

Clearly (6.1) cannot be estimated as it stands since it contains an infinite number of parameters. Two ways of reducing the estimation problem to manageable proportions are to impose a
geometrically declining weight pattern on the $\beta$'s and to assume that the number of lags is finite, i.e. that all $\beta$'s are zero beyond a certain point. Both approaches were tried. The first is discussed in the sub-section (6.4.1) and the second in sub-section 6.4.2.

6.4.1 Geometrically Declining Weights

One way of dealing with the above-mentioned problem of estimating (6.1) is to apply the so-called Koyck-transformation. In this approach, the coefficients $\beta_i$ of (6.1) are assumed to decline geometrically beginning with the first lag. Thus,

$$ (6.2) \quad y_t = \beta_0 \sum_{i=0}^{\infty} \lambda^i x_{t-i} + e_t $$

where $0 < \lambda < 1$. Equation (6.2) is then lagged one period and multiplied by $\lambda$. The resulting equation is then subtracted from equation (6.2) to give:

$$ y_t - \lambda y_{t-1} = \beta_0 x_t + (e_t - \lambda e_{t-1}), $$

which can be rearranged as:

$$ (6.3) \quad y_t = \beta_0 x_t + \lambda y_{t-1} + u_t, $$

where $u_t = e_t - \lambda e_{t-1}$. Hence we need now estimate only two parameters, $\beta_0$ and $\lambda$. However, Koyck observed that the use of ordinary least squares to estimate the parameters of (6.3) gives inconsistent
estimates of the parameters \( \beta_0 \) and \( \lambda \) and he proceeded to develop a scheme for computing consistent estimates. Klein later considered the same problem and developed another method for producing consistent estimates of \( \beta_0 \) and \( \lambda \). But before we discuss the Klein-method we will digress briefly to discuss two extensions of the above Koyck-transformation procedure.

The first extension allows for more than one explanatory variable. To illustrate, let us take the case of two explanatory variables. The equation corresponding to (6.2) is now:

\[
y_t = \beta_1 \sum_{i=0}^{\infty} \lambda_1^i x_{1,t-i} + \beta_2 \sum_{j=0}^{\infty} \lambda_2^j x_{2,t-j} + e_t,
\]

where \( 0 < \lambda_1, \lambda_2 < 1 \). We can simplify this by applying Koyck-transformation twice in succession. In the first transformation, we have:

\[
y_t - \lambda y_{t-1} = \beta_1 x_{1,t} + \beta_0 x_{2,t} + (\lambda_2 - \lambda_1) x_{2,t-1} + \lambda_2 (\lambda_2 - \lambda_1) x_{2,t-2} + \lambda_2^2 (\lambda_2 - \lambda_1) x_{2,t-3} + \ldots + e_t - \lambda e_{t-1}.
\]

Next, we repeat the Koyck-transformation by lagging (6.5) one period, multiplying it by \( \lambda_2 \), and subtracting the resulting equation from (6.5) to get:

5. L. R. Klein [107].
(6.6) \[ y_t = \beta_1 x_{1,t} + \beta_2 x_{2,t} - \beta_1 \lambda_{1} x_{1,t-1} - \beta_2 \lambda_{2} x_{2,t-1} \]

\[ + (\lambda_{1} + \lambda_{2}) y_{t-1} - \lambda_{1} \lambda_{2} y_{t-2} \]

\[ + [e_t - (\lambda_{1} + \lambda_{2}) e_{t-1} + \lambda_{1} \lambda_{2} e_{t-2}] \]

Hence, we now have six regressors instead of two and hence six coefficients for evaluating the four parameters of the model, i.e. \( \beta_1, \beta_2, \lambda_1, \lambda_2 \). Because of this difficulty, this extension of the basic Koyck-transformation has not been pursued in this study.

The second extension allows the geometrical decline of the weights to start from the \( k \)th lag instead of the first. The equation corresponding to (6.2) is now:

(6.7) \[ y_t = \sum_{i=0}^{k-1} \beta_{i+1} x_{t-i} + \beta_{k+1} \sum_{j=0}^{\infty} \lambda^{j+1} x_{t-k-j} + e_t \]

It can be seen that the Koyck-transformation of (6.7) gives

(6.8) \[ y_t = \beta_1 x_t + [(\beta_2 - \lambda \beta_1) x_{t-1} + (\beta_3 - \lambda \beta_2) x_{t-2} + \ldots] + \lambda y_{t-1} + (e_t - \lambda e_{t-1}) \]

\[ = \beta_1 x_t + \sum_{i=1}^{k-1} (\beta_{i+1} - \lambda \beta_i) x_{t-i} + \lambda y_{t-1} + (e_t - \lambda e_{t-1}) \]

Relationships of the form of (6.8) were estimated for Tasmania with GSP as \( y \) and MGFPRD as \( x \), TPI as \( y \) and PCONSP as \( x \) and TEMP as \( y \) and AUSEM as \( x \). In each case the values of \( k \) tried were from one to 6. The explanatory variables in these relationships were selected on the basis of our stepwise regression experiment. See Section 6.4, Summary Table 6.3 on p. 160 above.
Table 6.4  
Distributed-Lag Experiment A: Geometrical Decline From the $k^{th}$ Lag

<table>
<thead>
<tr>
<th>Number of Dependent Estimation Variable</th>
<th>Estimate of Intercept</th>
<th>Estimated Coefficient of</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>GSP$\text{t-1}$</td>
</tr>
<tr>
<td>1. GSP$\text{t}$</td>
<td>22.99</td>
<td>0.445</td>
</tr>
<tr>
<td></td>
<td>(2.38)</td>
<td>(2.11)</td>
</tr>
<tr>
<td>2. GSP$\text{t}$</td>
<td>30.66</td>
<td>0.301</td>
</tr>
<tr>
<td></td>
<td>(3.04)</td>
<td>(1.34)</td>
</tr>
<tr>
<td>3. GSP$\text{t}$</td>
<td>28.77</td>
<td>0.344</td>
</tr>
<tr>
<td></td>
<td>(3.02)</td>
<td>(1.63)</td>
</tr>
<tr>
<td>4. GSP$\text{t}$</td>
<td>30.81</td>
<td>0.281</td>
</tr>
<tr>
<td></td>
<td>(3.73)</td>
<td>(1.78)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TPI$_{t-1}$</td>
</tr>
<tr>
<td>5. TPI$\text{t}$</td>
<td>17.27</td>
<td>-0.161</td>
</tr>
<tr>
<td></td>
<td>(2.46)</td>
<td>(-0.63)</td>
</tr>
<tr>
<td>6. TPI$\text{t}$</td>
<td>17.10</td>
<td>-0.043</td>
</tr>
<tr>
<td></td>
<td>(2.28)</td>
<td>(-0.16)</td>
</tr>
<tr>
<td>7. TPI$\text{t}$</td>
<td>17.96</td>
<td>-0.104</td>
</tr>
<tr>
<td></td>
<td>(2.29)</td>
<td>(-0.38)</td>
</tr>
<tr>
<td>8. TPI$\text{t}$</td>
<td>17.94</td>
<td>-0.131</td>
</tr>
<tr>
<td></td>
<td>(2.36)</td>
<td>(-0.57)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TEMP$_{t-1}$</td>
</tr>
<tr>
<td>9. TEMP$\text{t}$</td>
<td>10.68</td>
<td>0.569</td>
</tr>
<tr>
<td></td>
<td>(2.87)</td>
<td>(2.47)</td>
</tr>
<tr>
<td>10. TEMP$\text{t}$</td>
<td>9.04</td>
<td>0.562</td>
</tr>
<tr>
<td></td>
<td>(2.37)</td>
<td>(2.30)</td>
</tr>
<tr>
<td>11. TEMP$\text{t}$</td>
<td>8.58</td>
<td>0.529</td>
</tr>
<tr>
<td></td>
<td>(2.29)</td>
<td>(2.21)</td>
</tr>
<tr>
<td>12. TEMP$\text{t}$</td>
<td>12.78</td>
<td>0.197</td>
</tr>
<tr>
<td></td>
<td>(3.88)</td>
<td>(1.09)</td>
</tr>
</tbody>
</table>

* Figures in parentheses are t-ratios.
three inclusive, and the sample period for the estimations was from 1952-53 to 1971-72 (i.e. 20 observations). The method of estimation used was ordinary least squares. The results are summarized in Table 6.4.

Referring to the figures in Table 6.4 above, it can be seen that one cannot pick the best distributed-lag form for any one of the three Tasmanian aggregates on the basis of either the $R^2$ values or the value of the D-W statistics. We therefore pick the best form on the basis of the value of the t-ratios alone. Accordingly, we have chosen equation (4) for GSP and equation (12) for TEMP. No equation has been chosen for TPI because the coefficients for both the lagged dependent variables are mostly not significant.

Returning from our digression, we will now take up the discussion of the Koyck-Klein method of producing consistent estimates of $\beta_0$ and $\lambda$ in (6.3). As mentioned before application of ordinary least squares to (6.3) yields inconsistent estimates for $\beta_0$ and $\lambda$. 7

Recall that (6.3) is:

$$y_t = \beta_0 x_t + \lambda y_{t-1} + (e_t - \lambda e_{t-1}).$$

The procedure suggested by Koyck for producing consistent estimates of $\beta_0$ and $\lambda$ consists of two stages. The ordinary least squares estimates of $\beta_0$ and $\lambda$ are obtained first and the second stage which involves the solution of a quadratic equation in $\lambda$. This procedure

---

7. Inconsistency arises because of the autocorrelated errors in (6.3) and because of the appearance of the lagged dependent variable as a regressor.
is being superseded, however, by Klein's method which aims at
direct instead of two-stages estimation of $\beta_0$ and $\lambda$. Klein's
approach is to treat (6.3) as an "error-in-variables" model by
rewriting it as:

$$(y_t - e_t) = \beta_0 x_t + \lambda (y_{t-1} - e_{t-1}),$$

where the $e$'s are regarded as observation errors. For the special
case where $e$ is serially independent and the $e_t$ follow a normal
distribution, Klein shows that a consistent (maximum-likelihood)
estimate of $\lambda$ is obtained by solving the following quadratic in $\lambda$:

$$\lambda^2 \left[ \frac{(\Sigma y_{t-1})(\Sigma y_{t-1})}{\Sigma x_t^2} - \Sigma y_{t-1} \right]$$

$$+ \lambda \left[ \Sigma y_t^2 - \Sigma y_{t-1}^2 + \frac{(\Sigma y_{t-1}^2)^2 - (\Sigma y_t x_t)^2}{\Sigma x_t^2} \right]$$

$$+ \left[ \Sigma y_{t-1} \frac{\Sigma x_t y_{t-1} - \Sigma y_t x_t}{\Sigma x_t^2} \right] = 0$$

A consistent estimate of $\beta_0$ is then given by:

$$\hat{\beta}_0 = \frac{-\lambda \Sigma y_{t-1} + \Sigma y_t x_t}{\Sigma x_t^2}.$$
Relationships of the form of (6.3) with an intercept term added were estimated by the Klein method for Tasmania with GSP as \( y \) and MGFPFRD as \( x \), TPI as \( y \) and PCONSP as \( x \) and TEMP as \( y \) and AUSEMP as \( x \), in each case both with absolute-value data and with logarithmic data.\(^9\) A relationship of the above form with TPI as \( y \) and GDP as \( x \) was also estimated with logarithmic data. These seven estimations for all of which the sample period was from 1948-49 to 1970-71 are set out in Table 6.5.

One can see that the consistent estimates as presented in Table 6.5 differ from the corresponding estimates presented in Table 6.4 above when ordinary least squares was used. See, for example, the estimates in Estimation (1) of Table 6.5 and the corresponding estimates in Estimation (4) of Table 6.4; the estimates of Estimation (3) in Table 6.5 and the estimates of Estimation (12) in Table 6.4. As mentioned before, the estimates in Table 6.4 were inconsistent estimates and, for this reason, estimates in Table 6.5 are preferred in the selection of final forecasting equations. This point will be discussed in the last section of this chapter.

\(^9\) Note that Klein's method cannot handle either of the extensions of the basic Koyck-transformation approach discussed above. Consequently in each equation we could include only one of the independent variables suggested by our Stepwise Regression exercise and could not "free" the first \( k \) distributed lag weights. The programme used for our computations, Koyck-Klein Distributed Lags II, U2376 was written by D. W. Challen, Commerce Department, University of Tasmania.
Table 6.5

Distributed Lag Experiment B: Klein Estimation

<table>
<thead>
<tr>
<th>Number of Estimation</th>
<th>Estimated Relationships</th>
<th>RSS*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$\text{GSP}<em>t = 20.7 + .0443 \text{MGFP} + .507 \text{GSP}</em>{t-1}$</td>
<td>1782.9</td>
</tr>
<tr>
<td>2.</td>
<td>$\text{TPI}<em>t = 10.8 + .0322 \text{PCONSP} + .088 \text{TPI}</em>{t-1}$</td>
<td>1248.8</td>
</tr>
<tr>
<td>3.</td>
<td>$\text{TEMP}<em>t = 4.6 + .00936 \text{AUSEMP} + .662 \text{TEMP}</em>{t-1}$</td>
<td>40.19</td>
</tr>
<tr>
<td>4.</td>
<td>$\log \text{GSP}<em>t = 1065 + .531 \log \text{MGFP} + .394 \log \text{GSP}</em>{t-1}$</td>
<td>465959.1</td>
</tr>
<tr>
<td>5.</td>
<td>$\log \text{TPI}<em>t = -8270 + .798 \log \text{PCONSP} + .164 \log \text{TPI}</em>{t-1}$</td>
<td>314613.0</td>
</tr>
<tr>
<td>6.</td>
<td>$\log \text{TPI}<em>t = -2930 + .620 \log \text{GDP} + .297 \log \text{TPI}</em>{t-1}$</td>
<td>235605.0</td>
</tr>
<tr>
<td>7.</td>
<td>$\log \text{TEMP}<em>t = -3110 + .359 \log \text{AUSEMP} + .594 \log \text{TEMP}</em>{t-1}$</td>
<td>55929.6</td>
</tr>
</tbody>
</table>

* RSS represents residual sum of squares.
6.4.2 Almon Weights

A second way of reducing the estimation problem of (6.1) to manageable proportions is to assume that after a certain lag all $\beta$'s are zero and then to use the Almon method to estimate the rest. To apply this method two parameters, $n$ and $q$, must be specified in advance. The former is the length of the maximum lag while $(q + 1)$ is the degree of polynomial on which the $\beta$'s to be estimated are assumed to lie.

Two Almon-lag experiments were performed with sample period 1948-49 to 1971-72 (i.e. 24 observations). In the first experiment (henceforth named Almon-Lag Experiment (1)), altogether six different data-blocks were used, each containing 24 observations on the dependent variable and on one explanatory variable (named the lagged-variable from now on) chosen as a result of the stepwise regression experiments described earlier in Section 6.3. With each data-block nine different pairs of values for $q$ and $n$ were tried. Thus in this experiment fifty-four distinct distributed lag relationships were estimated by the Almon method. The six data-blocks and the various pairs of values of $q$ and $n$ are shown in Table 5.6 which also gives the fifty-four Almon estimations.

From the results presented in Table 6.6, the following features of Almon-Lag Experiment (1) are observed. Firstly, all

10. For an account of this method see S. Almon [66], J. Kmenta, Ibid., Ch. II, pp. 492-495.

11. The programme used in this experiment, ALMON DISTRIBUTED LAGS, U2090 was written by K. Herrmann, Commerce Department, University of Tasmania.
Table 6.6
Distributed Lag Experiment C: Almon-Lag Experiment (1)

<table>
<thead>
<tr>
<th>Data Block 1</th>
<th>Dependent Variable: GSP</th>
<th>Lagged Variable: MGFPRD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Estimation</td>
<td>n</td>
<td>$R^2$</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>.997</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>.997</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>.997</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>.997</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>.997</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>.996</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>.997</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>.997</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>.997</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Block 2</th>
<th>Dependent Variable: TPI</th>
<th>Lagged Variable: PCONSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Estimation</td>
<td>n</td>
<td>$R^2$</td>
</tr>
<tr>
<td>1*</td>
<td>4</td>
<td>.998</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>.998</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>.997</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>.997</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>.998</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>.998</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>.998</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>.998</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>.998</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Block 3</th>
<th>Dependent Variable: TEMP</th>
<th>Lagged Variable: AUSEMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Estimation</td>
<td>n</td>
<td>$R^2$</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>.991</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>.991</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>.992</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>.993</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>.992</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>.993</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>.993</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>.994</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>.994</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Block 4</th>
<th>Dependent Variable: log GSP</th>
<th>Lagged Variable: log MGFPRD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Estimation</td>
<td>n</td>
<td>$R^2$</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>.994</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>.994</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>.995</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>.996</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>.996</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>.993</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>.996</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>.996</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>.997</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Block 5</th>
<th>Dependent Variable: log TPI</th>
<th>Lagged Variable: log PCONSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Estimation</td>
<td>n</td>
<td>$R^2$</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>.997</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>.996</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>.995</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>.996</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>.997</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>.996</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>.996</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>.996</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>.997</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Block 6</th>
<th>Dependent Variable: log TEMP</th>
<th>Lagged Variable: log AUSEMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Estimation</td>
<td>n</td>
<td>$R^2$</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>.992</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>.992</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>.992</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>.993</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>.993</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>.994</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>.993</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>.993</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>.994</td>
</tr>
</tbody>
</table>
combinations of \( n \) and \( q \) gave near-perfect fit (i.e. \( R^2 \) in excess of .99 in all cases). From this result, we cannot discriminate one combination from another. Secondly, the values of the D-W statistic are found to be increased with increasing values of \( n \). Thirdly, the MSR-values are found to fall with increasing values of \( n \), and for some combinations of \( n \) and \( q \), a minimum MSR-value occurs when the value of \( n \) is around 7. In most other instances, however, the MSR-values are found to be falling monotonically with increasing values of \( n \).

We also performed a second Almon-Lag experiment (named Almon-Lag Experiment (2)) with the same sample period as in Experiment (1). Experiment (2) differed from Experiment (1) in that each data-block involved more than one lagged variable. Once again the lagged variables in Experiment (2) were chosen from the results of the stepwise regression experiments described in Section 6.3. Not all the significant explanatory variables identified in the stepwise regression experiment were introduced as lagged variables in Experiment (2), however. The procedure adopted was that only those explanatory variables with the highest (partial) t-values (see Table 6.3 on page 160) were introduced as lagged variables; those with lower t-values though significant were included as un-lagged independent variables. The results of Experiment (2) are summarized in Table 6.7 below.

In both Tables 6.6 and 6.7 the preferred estimation for each data-block is marked with an asterisk. These preferred estimations were chosen on the basis of the minimum-MSR criterion and the least \( n \)-value criterion. The latter criterion was employed
### Table 6.7

**Distributed Lag Experiment D: Almon-Lag Experiment (2)**

#### Data Block 1

<table>
<thead>
<tr>
<th>Dependent Variable: GSP</th>
<th>Lagged Variable 1: MCFPRD</th>
<th>Lagged Variable 2: NINCUK</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Number of Estimation</th>
<th>Lagged Variable No.</th>
<th>n</th>
<th>q</th>
<th>Lagged Variable No.</th>
<th>n</th>
<th>q</th>
<th>R²</th>
<th>D-W</th>
<th>MSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>.996</td>
<td>1.31</td>
<td>94.9</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>.996</td>
<td>1.39</td>
<td>80.4</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>.995</td>
<td>1.23</td>
<td>117.3</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>.997</td>
<td>2.12</td>
<td>53.6</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>3</td>
<td>.997</td>
<td>2.06</td>
<td>51.7</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>.998</td>
<td>1.98</td>
<td>33.5</td>
</tr>
</tbody>
</table>

#### Data Block 2

<table>
<thead>
<tr>
<th>Dependent Variable: TPI</th>
<th>Lagged Variable 1: PCONSP</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Number of Estimation</th>
<th>Lagged Variable No.</th>
<th>n</th>
<th>q</th>
<th>R²</th>
<th>D-W</th>
<th>MSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>.993</td>
<td>.76</td>
<td>162.1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>.998</td>
<td>2.09</td>
<td>39.0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>.991</td>
<td>.58</td>
<td>218.2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>.997</td>
<td>1.93</td>
<td>53.1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>.998</td>
<td>2.19</td>
<td>44.2</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>.998</td>
<td>2.21</td>
<td>41.4</td>
</tr>
</tbody>
</table>

#### Data Block 3

<table>
<thead>
<tr>
<th>Dependent Variable: TEMP</th>
<th>Lagged Variable 1: AUSTRIP</th>
<th>Unlaged Variable 1: METPRD</th>
<th>Unlaged Variable 2: WOLFRD</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Number of Estimation</th>
<th>Lagged Variable No.</th>
<th>n</th>
<th>q</th>
<th>R²</th>
<th>D-W</th>
<th>MSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>.988</td>
<td>1.13</td>
<td>2.49</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>.993</td>
<td>1.46</td>
<td>1.40</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>.984</td>
<td>.91</td>
<td>3.06</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>.993</td>
<td>1.79</td>
<td>1.26</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>.994</td>
<td>1.78</td>
<td>1.00</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>.997</td>
<td>1.92</td>
<td>.51</td>
</tr>
</tbody>
</table>
because each additional lagged-term means a loss of one observation and this, in turn, throws a further strain on our already short series.

6.5 Conclusion

In this final section, we will present some conclusions on the development of our REMM. As mentioned in the opening section of this chapter, our main purpose in developing a REMM was to provide a means of forecasting three Tasmanian aggregates: gross state product GSP, total personal income TPI, and total employment TEMP. To this end, we have developed three forecasting equations, one for each of these three Tasmanian aggregates.

The development of our REMM involved three steps. As a first step, we compiled time series for our three Tasmanian aggregates as well as for a list of eighteen potentially relevant independent variables (see Table 6.2 for this list). Then in the second step, we selected the most significant independent variables from the list of potential independent variables by means of stepwise regression. In our stepwise regression experiments, we tried three functional forms for our three forecasting equations with data in absolute values, first differences, and logarithms. The form in absolute values was preferred and our main conclusions were as follows: For explaining GSP, the significant independent variables were MGFRRD and NINCUK, the former being the dominant independent variable; for explaining TPI, the only significant independent variable was PCONSP; and for explaining TEMP, the significant independent variables were AUSEM and EXPORT, the former being the dominant independent
Having selected the independent variables for our three forecasting equations, we then tried in the third and final step to improve our REMM by imposing an appropriate lag-structure on the three forecast equations. Accordingly, we tried four different experiments with the lag structure of our REMM with the following results. In the first lag-experiment (Distributed-Lag Experiment A) where we tried various Koyck-transformation schemes on a distributed-lag model with geometrically declining weights, the weights being assumed to decline from the $k^{th}$ (instead of the first) lag, we found that the basic Koyck-transformation scheme equation (6.3) was preferred for our forecasting equation for both GSP and TEMP, and that no evidence of a distributed lag influence was found for TPI. Thus we concluded from Distributed-Lag Experiment A that our three forecasting equations would be:

(6.9) \[ \text{GSP}_t = 30.81 + 0.061 \text{MGFPDRD}_t + 0.281 \text{GSP}_{t-1} \]

(6.10) \[ \text{TPI}_t = 8.97 + 0.035 \text{PCONSP}_t \]

(6.11) \[ \text{TEMP}_t = 12.78 + 0.021 \text{AUEMP}_t + 0.197 \text{TEMP}_{t-1}. \]

However, as mentioned in Section 6.4.1 equations (6.9) and (6.11) were estimated by ordinary least squares and the estimates so

12. These conclusions stemmed from the results presented in Table 6.3 on p. 160, above.

13. Equations for both GSP and TEMP were extracted from Table 6.4 and equation for TPI from Table 6.3.
derived would be inconsistent. Hence in our second set of lag-
experiments (Distributed-Lag Experiment B), we tried to obtain
consistent estimates for these two forecasting equations by the
Koyck-Klein method. Accordingly, we obtained (extracted from
Table 6.5):

\[
(6.9a) \quad GSP_t = 20.7 + 0.0443 \text{ MGFP RD}_t + 0.507 \text{ GSP}_{t-1}
\]

\[
(6.11a) \quad \text{TEMP}_t = 4.6 + 0.00936 \text{ AUSEMP}_t + 0.662 \text{ TEMP}_{t-1}
\]

In our third and fourth distributed lag experiments
(named Distributed-Lag Experiment C and Experiment D respectively)
we tried the Almon method of estimating the lag-structure for our
REMM by assuming that after a certain lag all the weights in the
distributed-lag model were zero. The difference between the two
experiments was that in the case of Experiment C each data-block
had only one lagged variable whereas in the case of Experiment D
there was more than one lagged variable in each data-block. For
the various pairs of values of \( n \) (maximum length of lag) and \( q \)
(the degree of polynomial less one) tried, we found that, in
Experiment C, the preferred combination for GSP was: \( n = 6, q = 3; \)
that for TPI: \( n = 4, q = 2; \) and that for TEMP: \( n = 5, q = 3. \)
On the other hand, in Experiment D, we found that the preferred
combination for GSP was: \( n = 4, q = 2; \) that for TPI: \( n = 4, q = 2; \)
and that for TEMP: \( n = 4, q = 2. \) It appeared that on the basis of
these results we can, firstly, generalize the preferred combination
as \((n = 4, q = 2)\) for both Experiment C and Experiment D.\(^{14}\)

Looking through the MSR-values for the preferred combination \((n = 4, q = 2)\) for the three Tasmanian aggregates in both Experiment C and Experiment D, one can see that the difference is not too great: for GSP, MSR\(_1\) (from Experiment C) = 81.1 and MSR\(_2\) (from Experiment D) = 80.4; for TPI, MSR\(_1\) = 39.0 and MSR\(_2\) = 39.0; and for TEMP, MSR\(_1\) = 1.95 and MSR\(_2\) = 1.40. Since we could not improve on the MSR-values by introducing more explanatory variables (i.e. by Experiment D), we can, secondly, generalize by selecting results from Experiment C for our REMM. Thus, from our Almon-lag experiment results it was concluded that our three forecasting equations would be:

\[
(6.12) \quad \text{GSP}_t = 38.29 + 0.044 \text{MGFPR}_t + 0.039 \text{MGFPR}_{t-1} + 0.013 \text{MGFPR}_{t-2} - 0.009 \text{MGFPR}_{t-3}
\]

\[
(6.13) \quad \text{TPI}_t = 11.31 + 0.026 \text{PCONSP}_t + 0.020 \text{PCONSP}_{t-1} + 0.001 \text{PCONSP}_{t-2} - 0.012 \text{PCONSP}_{t-3}
\]

\[
(6.14) \quad \text{TEMP}_t = 17.19 + 0.019 \text{AUSEMP}_t + 0.015 \text{AUSEMP}_{t-1} + 0.0004 \text{AUSEMP}_{t-2} - 0.009 \text{AUSEMP}_{t-3}
\]

\(^{14}\)Although the preferred combination for GSP and for TEMP in Experiment C was not \((n = 4, q = 2)\), we assumed that it was so. This was because of our preference for both a smaller value for both \(n\) and \(q\) and for a generalized result. Also, it can be seen from Tables 6.6 and 6.7 that the difference in MSR-values is not very large.
Thus, from our distributed-lag experiments we have obtained two sets of forecasting equations each of which is preferred to the other similar equations being tested in the same experiment. The first preferred set (called Set A) comprises the three equations (6.9a), (6.10), and (6.11a), and is obtained from our Geometrically-Declining Weights experiment; whereas the second preferred set (called Set B) comprises the three equations (6.12), (6.13), and (6.14), and is obtained from our Almon Weights experiment. We want now to decide on which of these two is to be used as the set of final forecasting equations for our REMM and our decision is that we prefer Set A to Set B. The most unsatisfactory thing about the equations in Set B is that they have in each of them a negative weight in the last lagged-term and this contradicts our assumption that all the weights should be positive. We have also considered dropping the negative lagged-terms from equations of Set B and using only the positive terms to produce forecasts, but we have found that by doing so the forecasting accuracy of the equations of Set B has significantly decreased. For all these reasons we prefer equations in Set A as the set of final forecasting equations for our REMM and they have been reproduced below for future reference.

\[(6.9a) \quad \text{GSP}_t = 20.7 + 0.0443 \text{MGFPRD}_t + 0.507 \text{GSP}_{t-1}\]

\[(6.10) \quad \text{TPI}_t = 8.97 + 0.035 \text{PCONSP}_t\]

\[(6.11a) \quad \text{TEMP}_t = 4.6 + 0.00936 \text{AUSEMP}_t + 0.662 \text{TEMP}_{t-1}.\]
CHAPTER SEVEN

REGIONAL ECONOMIC BASE MODELS FOR TASMANIA

7.1 Introduction

This chapter is concerned with the application of the economic base theory to the study of the Tasmanian economy. The importance of the economic base theory lies in the fact that it provides a simple framework for many empirical regional studies. Other theoretical frameworks are, of course, available from which regional models in the tradition of the conventional Keynesian national-income determination model, the national growth model, and others, can be constructed. But these are in general more complicated and demand more data to construct with the result that the construction of these complicated models is often beyond the means that are available to a particular study such as this one. By contrast, the economic base framework from which a Regional Economic Base Model (REBM) can be formulated is simple and the data-requirement for the construction of a REBM not particularly demanding. \(^1\) For these reasons, the economic base theory has become a popular tool in empirical regional studies.

Empirical applications of the economic base theory can generally be classified into two main types. The first application is in short-run multiplier analysis in which the main interest is to obtain estimates of regional multipliers for a particular region.

---

1. On this point, see our concluding remarks on the feasibility study of the Tasmanian economy in Chapter Four.
These regional multipliers purport to measure the effect on the regional economy of fluctuations in certain basic (or exporting) activities. Two types of regional multipliers may be defined, and which is estimated depends on the unit in which the basic (exporting) activities are measured. When the unit of measurement is employment, i.e. when employment data is used in the analysis, the estimated multiplier is called the employment multiplier; whereas if income is the unit of measurement, the estimated multiplier is called the income multiplier. Very often, the income data required for computing income multipliers is not available and employment data is used instead. In these circumstances, the computed employment multiplier would serve as a proxy for the income multiplier which is being sought.

On the other hand, economic base theory has also been applied in long-run regional growth analyses. In this type of analysis, growth in the region is assumed to be stimulated by growth in its exogenous (or exporting) sector. Empirical studies which have engaged in this type of analysis are concerned mainly with the measurement of the relationship between the growth in the region's exogenous sector and the growth in the regional economy itself.

In this study, we have undertaken both applications of the economic base theory by formulating two separate REBM for Tasmania. The first will be called the short-run REBM to distinguish it from the other which we will call the long-run REBM. The short-run REBM was estimated from employment data for the sample period 1948-49 to 1970-71, whereas the long-run REBM was estimated from income data for the same sample period. From the subsequent analysis it was
found that, on the basis of the estimated short-run REBM, the Tasmanian employment data did not bear out the economic base hypothesis and the consequence of this was that employment multipliers for Tasmania could not be evaluated. On the other hand, our long-run REBM appeared to conform well with the economic base hypothesis, and from this model we were able to estimate the income multiplier for Tasmania. This multiplier was found to be about 3.7. However, as mentioned earlier, our main interest in the long-run REBM was in the measurement of the relationship between the growth in the region's exogenous sector and the growth in the regional economy itself. This matter is explored in detail in Section 7.3.3 below.

We will now describe these two applications of economic base theory to the study of the Tasmanian economy, beginning with the short-run multiplier analysis.

7.2 Short-Run Multiplier Analysis

In this section, we will describe the construction of a short-run REBM for Tasmania. This model is formulated on the basis of the economic base theory using employment as the unit of measurement of basic activities. The model was estimated from data for the period 1948-49 to 1970-71, and from this estimated model we want to compute employment multipliers for the State of Tasmania.
7.2.1 Short-Run Regional Economic Base Model for Tasmania

Our short-run REBM is formulated from economic base theory and so before we present this model it seems appropriate to examine first the application of economic base theory in short-run multiplier analysis.

In essence, the economic base concept is simply a modified form of an old economic concept, the multiplier. According to the economic base concept, activities in the region can be divided into basic and nonbasic categories. An expansion of basic industries sets off a regional multiplier reaction which induces the expansion of domestic industries in the region. Thus an autonomous increase in the basic activities is "multiplied" just as in a national-income determination model investment is multiplied to determine total activity. This multiplier process induced by an autonomous increase in basic activities is explained by Isard, who wrote, "We discover that in the short-run at least certain industries are basic, particularly those that serve national markets. Their fluctuations lead to fluctuations in local income, which in turn induce fluctuations in retail sales and various service trades, which lead to still more indirect fluctuations. In short, the fluctuations of basic industry have a multiplier effect."\(^2\)

Empirical regional multiplier analysis based on economic base theory often begins with the hypothesis that a stable relationship exists between the basic and the nonbasic activities and that fluctuations in the basic and in the nonbasic activities should move

---

in the same direction. Often quoted empirical evidence in support of this hypothesis include the works of J. W. Alexander and that of R. Vining. A negative view on the economic base hypothesis can also be found in the works of R. W. Pfouts and R. T. Curtis.

On the basis of this hypothesis a short-run REBM for computing employment multipliers for Tasmania can be formulated as follows:

\[(7.1) \quad E_T = E_B + E_{NB} \]

\[(7.2) \quad E_{NB} = a + bE_T \]

where \(E_T\) is total employment in Tasmania; \(E_B\) is total employment in the basic industries in Tasmania; \(E_{NB}\) is total employment in the nonbasic industries in Tasmania; and \(a\) and \(b\) are parameters of the model with \(b\) being restricted as follows: \(0 < b < 1.5\). This simple model states, firstly, that total employment in Tasmania is made up of both basic and nonbasic employment (equation (7.1)), and secondly, that nonbasic employment is a linear function of total employment (equation (7.2)).

Before being estimated, the model is turned into its reduced form so that:

---

3. J. W. Alexander [85]; R. Vining [145].
5. See page 202 below in connection of this restriction.
Since equations (7.1) and (7.2) form an interdependent system, proper estimation procedure calls for the estimation of equations (7.3) and (7.4) rather than (7.2) to avoid the problem of estimating a simultaneous-equations system. The simple model formulated above can now be tested by fitting either equation (7.3) or equation (7.4) by ordinary least squares since these two equations will give identical estimates for the two parameters. Equation (7.4) is usually preferred for the purpose and is therefore adopted in the following analysis.

To compute employment multipliers, equation (7.4) is fitted by ordinary least squares and from the estimate of the coefficient of $E_B$, an estimate of the ratio of the nonbasic employment to the basic employment, i.e. the so-called nonbasic-basic ratio, is obtained. The employment multiplier, which is defined as the change in total employment for a unit change in total basic employment, is simply equal to one plus the nonbasic-basic ratio. Symbolically,

$$
(7.3) \quad E_T = \frac{a}{1-b} + \left( \frac{1}{1-b} \right) E_B
$$

$$
(7.4) \quad E_{NB} = \frac{a}{1-b} + \left( \frac{b}{1-b} \right) E_B
$$

6. This is so because the least squares estimate of $\left( \frac{1}{1-b} \right)$ in equation (7.3) is always equal to one plus the estimate of $\left( \frac{1}{1-b} \right)$ in equation (7.4).

7. Notice that the regional multiplier so computed is not to be interpreted in the ordinary sense of the Keynesian income multiplier when applied to a region. The economic base theory assumes that export is the only exogenous element and this makes the marginal ratio $\frac{\Delta E_T}{\Delta E_B}$ equal the average ratio $\frac{E_T}{E_B}$ (see H. W. Richardson [51], p. 20). This assumption of the economic base theory is often criticized as being unrealistic in real world situations when there is bound to be other exogenous elements and hence making the marginal ratio not equal the average ratio. Because of this, the regional multiplier as computed from (7.5) above is criticized as being not useful for multiplier analysis. For a further discussion on this point, see G. C. Archibald [69], pp. 34-35.
where \( k_E \) is the employment multiplier, and \( \Delta E_T, \Delta E_B, \) and \( \Delta E_{NB} \) represent respectively, the change in total employment, the change in basic employment, and the change in nonbasic employment. 8

7.2.2 Data Required for the Short-Run Regional Economic Base Model

The basic data required to test the model described in the previous section is employment data. In the present study the employment data used is that published by the Commonwealth Bureau of Census and Statistics for the State of Tasmania. At present, employment statistics are available only for "wage and salary earners in civilian employment". Certain types of employment are excluded from such statistics. The excluded items include (among others) employment in agriculture, in private domestic service, and in the

---

8. In equation (7.5), \( k_E \) is expressed in terms of the marginal nonbasic-basic ratio, \( \frac{\Delta E_{NB}}{\Delta E_B} \). Alternatively, \( k_E \) can be expressed in terms of the average nonbasic-basic ratio as

\[
k_E' = 1 + \frac{E_{NB}}{E_B}.
\]

This second alternative is used in cases where the data required for the implementation of a REBM is available only for a particular year or for such a small number of years that the marginal nonbasic-basic ratio cannot be reliably estimated. The solution to the problem then is to compute the employment multiplier from the average nonbasic-basic ratio.
The published civilian employment statistics are classified according to sex and main industry groups. Thus separate series for "male", "female", and "total persons" civilian employment are available. In our study, we have used only the series for "male" employment. It can be argued, of course, that the series for "total persons" would equally be satisfactory for our analysis. However, because "total persons" includes both male and female employments, and since male employment itself is already heterogeneous; lumping together part-time and full-time, junior and adult, skilled and unskilled; it seems pointless to bring in more heterogeneity, i.e. male and female, into our analysis as we would if we were to use the "total persons" series. Of course, it is possible to convert female employment into an equivalent "male unit" as is done by the Commonwealth Bureau in estimating average earnings, and then to add this equivalent male unit to total male employment to get a series for total employment in equivalent male units. However, considering the ad hoc nature of this method, we have decided against using it. Thus we proceed with the series for civilian male employment in the following analysis.

The published employment statistics are also classified by main industry groups, with total manufacturing employment being sub-divided into sixteen sub-classes. These employment statistics have provided us with a data base to construct our short-run REM from which we want to compute employment multipliers for Tasmania.

Recall that to implement our short-run REM, it is necessary to divide industry employment in Tasmania into basic and

9. See the definition of "Wage and Salary Earners in Civilian Employment" in Employment and Unemployment (CBO5, Canberra).
nonbasic categories. This division is the most important aspect of the model and the development of a satisfactory method to achieve this has been noted as a most difficult problem. An attempt has been made in this study to divide industry employment into the basic and nonbasic categories by the location quotient method. Location quotients for each industry group are computed. These computed values are used to divide industry employment into basic and nonbasic categories, industry group by industry group. Two methods have been used, thus giving two variants of the basic employment figures and hence to two corresponding variants of nonbasic employment. The industry figures are then summed to give total basic and total nonbasic employment for all industry groups in Tasmania.

The location quotient for industry \( i \) in Tasmania, \( (LQ_i) \), is simply a ratio of an industry's share of the Tasmanian total employment relative to the industry's share of the Australian total employment as is shown below:

\[
LQ_i = \frac{\frac{e_i}{e_t}}{\frac{E_i}{E_t}}
\]

(7.6)

where:
- \( e_i \) = Tasmanian industry employment,
- \( e_t \) = Tasmanian total employment,
- \( E_i \) = Australian industry employment,
- \( E_t \) = Australian total employment.

10. See Chapter Four, Section 4.3, for a discussion on the direct and indirect methods of measuring the economic base.

11. The classification of industry groups in this study is the same as that used in Employment and Unemployment.
Location quotients for all industry groups in Tasmania have been computed for the period 1948-49 to 1970-71, and these figures are presented in Appendix Table A7.1.

In the context of economic base analysis, it is an accepted convention to regard industries with high location quotients (say over two) as basic and those with low location quotients to be local-serving, i.e. nonbasic. Adopting this convention, the figures in Appendix Table A7.1 indicate that of all the eleven industry groups covered, only four are basic. These are: Forestry, Fishing and Trapping; Mining and Quarrying; Building and Construction; and Public Authority (not elsewhere included). Some industry groups have location quotients very close to unity. These include Community and Business Services; Commerce; and Transport and Communication. The remaining groups have location quotients below unity, although in most cases, their location quotients are still close to unity. Hence it can be concluded that most industry groups in Tasmania, excepting four which are basic, have location quotients close to the value of one. These results are interesting in that they differ in some respects from the general results obtained in other empirical regional studies. In the first place, Building and Construction is found to be basic in Tasmania. This is contrary to the belief that building and construction activities are basically local (nonbasic). Secondly, manufacturing activities in Tasmania have location quotients below the value of unity for the whole sample period, and accordingly

12. See, for example, the Hawaii model as discussed in Chapter Three.
they should be interpreted as nonbasic. This result is in contrast to the assumption commonly adopted in regional studies, that manufacturing industry is basic.13

One serious weakness in our method of computing the location quotients is that the industry classification is too broad to be useful for identifying basic industries. Accordingly, a finer grouping is adopted to compute the location quotients for the manufacturing industries. Manufacturing industries in Tasmania are now sub-divided into sixteen sub-classes as adopted in Secondary Industries and Building.14 Location quotients for each sub-class of manufacturing industries for the five year period 1961-62 to 1965-66 have been computed and are presented in Appendix Table A7.5. From the figures presented, we can identify five classes of manufacturing in Tasmania which are basic (under the location quotients interpretation).

These are:

Class 1  (Treatment of Non-Metalliferous Mine & Quarry Products)
6  (Textiles and Textile Goods)
9  (Food, Drink and Tobacco)
10  (Sawmills, Joinery, etc.)
12  (Paper, Stationary, Printing, etc.)

Furthermore, other studies identified fourteen basic manufacturing industries in Tasmania using a still finer industry classification.15

13. See, for example, the Philadelphia model and the Hawaii model in Chapter Three above.

14. Secondary Industries and Building (CBCS, Hobart). Further breakdown of industry employment for other industry groups is not possible from the available employment statistics.

These results illustrate the importance of a fine industry classification scheme to the objective of identifying basic industries by the location-quotient method. They also illustrate the point that figures calculated for total basic and total non-basic employment by the location-quotient method depend on the particular industry classification scheme adopted. Whereas in the previous analysis, the whole manufacturing sector was identified as non-basic (i.e. total basic employment was zero), now some industries in the manufacturing sector are identified as basic and so the total basic employment for manufacturing is no longer zero.

Other weaknesses inherent in our method of computing industry location-quotients remain to be rectified when a better data base becomes available for Tasmania. One weakness is concerned with the grouping of employment in the public sector. In most other studies, employment in the public sector is divided into Federal and State and Local. In our study, this division of government employment cannot be made because the availability of employment statistics is such that most civilian employees in the government sector are allocated to appropriate industry groupings, leaving only those not classified under any of the major industry groups to appear under "Public Authority n.e.i." Thus, employment in the public sector cannot be divided into the Federal and State and Local categories.

The division of public sector employment into the Federal and the State and Local categories is important because
the individual impact of individual variations in these two categories on the Tasmania economy, as evaluated by the economic base analysis, are often different, depending on the specific nature of the type of employment under consideration. In all of the regional studies which we examined earlier (in Chapter Three) federal employment was treated as basic, i.e. exporting, while state and local employment was treated as non-basic, i.e. local-serving. Public sector employment in Tasmania, however, is probably a mixed bag and any generalization in relation to the specific nature of these two categories of employment is bound to be controversial. For example, while it can safely be assumed that Federal employees in the defence forces, in immigration, and in civil aviation are exporting, those in postal, judiciary and similar functions are more nearly local-serving and therefore nonbasic. On the other hand, while it may be assumed that a substantial portion of State and Local employees are engaged in local-serving activities, those in the marketing and harbour authorities, for example, are engaged in more exporting activities and therefore basic. It is therefore difficult to generalize about the specific nature of each of these two categories of public sector employment, and since the available statistics do not permit the division of these categories the result is that the individual impact of their variations on the Tasmanian economy cannot be evaluated.

The location-quotient method has also been used in this study to divide the total employment of each industry into its basic and nonbasic categories. Two variants of the method have been used giving rise to two estimates of nonbasic employment in Tasmania. In the first, the pro-rata method, we calculate the basic portion of an industry's employment as the difference between employment in the Tasmanian industry and the pro-rata Tasmanian share of employment
in the Australian industry, i.e. by

\[(7.7) \quad e^B_i = e_i - \left( \frac{e_t}{E_t} \right) E_i, \]

where \(e^B_i\) = basic industry (i) employment in Tasmania,

\(e_i\) = Tasmanian industry (i) employment,

\(E_i\) = Australian industry (i) employment,

\(E_t\) = Australian total employment,

\(e_t\) = Tasmanian total employment.

Or, in terms of its location quotient \((LQ_i)\),

\[(7.8) \quad e^B_i = e_i \left( 1 - \frac{1}{LQ_i} \right), \quad \text{where} \quad LQ_i > 1.\]

Thus, if for a particular year the location quotient for an industry was 1.5, it would be assumed that one-third \(1 - \frac{1.0}{1.5}\) of the industry's employment was basic employment. We repeat the process for each industry group and then sum all the basic portions to yield an estimate of total basic employment in Tasmania. The rest of Tasmanian employment is assigned to the nonbasic category.

We have also used a second, "all-or-nothing", method to derive total basic and total nonbasic employment. In this second method, we assign the whole of an industry's employment either to the basic or to the nonbasic portion depending on the value of the industry's location quotient when compared to some critical value. A location quotient above 1.0 in value is usually viewed as evidence that the industry in question is producing for export outside the region. This test is only a rough guide, and there are many
difficulties in its use. For instance, variations in taste and in capital-labour ratios from region to region can produce coefficients above 1.0 even for exclusively local industries, and below 1.0 even for industries with a significant export demand. Thus, to allow for variations in taste, production functions, etc., the critical value was set at 1.2, rather than 1.0. This variation is especially important, because if an industry qualifies at all, its entire employment figure is included in the basic portion.

Both methods have been applied to the Tasmanian data for the period 1948-49 to 1970-71. As for manufacturing, total employment is further sub-divided into sixteen sub-classes for the five-year period 1961-62 to 1965-66. Basic and nonbasic employment for each sub-class are computed for each year and a five-year average nonbasic-basic ratio is used to divide total manufacturing employment for the whole sample period. In these calculations, one big data problem occurred and must be mentioned here. As is apparent in Appendix Table A7.2, there is a distinct discontinuity in the industrial employment series used, occurring at the year 1960-61. This discontinuity was due to the regrouping of the industrial sectors by the CBCS so that industries like


17. A critical value above 1.0, as well as a priori judgments, were also used in other regional base study. See, for example, G.H. Hildebrand and A. Mace Jr., Ibid., pp. 241-49.

18. Location quotients used in the derivation of this five-year average nonbasic-basic ratio were presented in Appendix Table A7.5.
Electricity, Gas and Water; and Amusements, Hotels etc.; did not appear until after 1960-61. Before this time, employment in these two industries were included in other industry groups. Thus, location quotients for these two industries cannot be calculated for the period before 1960-61. Such a regrouping will also affect the location quotients for other industries as well as is obvious from Table A7.2 and as we have said earlier on (p.192) that the total basic and total non-basic figures calculated by the location quotients method depend on the industry classification scheme adopted, this reclassification of Tasmanian industries will affect the results of our calculations. This point must be borne in mind when we interpret results of Table 7.1 below.

Basic and nonbasic employments for each industry group are presented in Appendix Table A7.2. It can be seen that the two methods give quite different estimates of basic and nonbasic employment for Tasmania. Furthermore, the all-or-nothing method gives higher estimates of basic employment than the pro-rata method throughout the whole sample period.
7.2.3 Test of the Short-Run Regional Economic Base Model

To test the model formulated in Section 7.2.1 for Tasmania the equation

\[(7.9) \quad ENB = \frac{a}{1 - b} + \frac{b}{1 - b} \cdot EB,\]

was fitted by ordinary least squares using the annual data for ENB and EB derived in the previous section. The equation was estimated with variables both in absolute-value form and in first-difference form. The estimation results are summarized in Table 7.1 below. Equations (7.10b) and (7.11b) in this table have been estimated from the "pro-rata" series for EB and ENB and equations

Table 7.1
Estimations of Short-Run REB(a)

A. Absolute-Value

\[(7.10a) \quad ENB_1 = 1.1 - 2.64 \cdot EB_1 \quad R^2 = .694 \quad DW = .39\]

\[(7.10b) \quad ENB_2 = .24 + 3.01 \cdot EB_2 \quad R^2 = .046 \quad DW = .10\]

B. First-Difference

\[(7.11a) \quad \Delta ENB_1 = 15.26 - 1.15 \cdot \Delta EB_1 \quad R^2 = .959 \quad DW = 2.04\]

\[(7.11b) \quad \Delta ENB_2 = 14.9 - .95 \cdot \Delta EB_2 \quad R^2 = .32 \quad DW = 2.16\]

Note (a) Figures in parentheses are t-ratios.
(7.10a) and (7.11a) from the "all-or-nothing" series. To distinguish
the first two from the second two a subscript 2 is attached to the
former and a subscript 1 to the latter.

It will be seen that the subscript 1 equations have a
much higher $R^2$ than the subscript 2 equations and are, therefore,
pREFERRED. Of the two subscript 1 equations (7.11a) is preferred
to (7.10a) because it has a much higher $R^2$, because the estimate of
the coefficient of $AEB_1$ is highly significant in (7.11a) being more
than 20 times its standard error, and because this equation has a
$DW$ value approaching 2 which indicates the absence of positive
serial correlation.

It will be seen that in the preferred equation (7.11a),
$AEB_1$ has a negative coefficient. Thus according to this equation
an increase in basic employment will lead to a decrease in non-basic
employment. Since this contradicts the economic base hypothesis,
we conclude that Tasmanian employment does not support the economic
base hypothesis. As a consequence we cannot obtain estimates of the
employment multiplier for Tasmania from our short-run REBM. However,
as it will be seen in Section 7.3.3 below, we can get some estimates
of the income multiplier for Tasmania from our estimated long-run
REBM.

7.3 Long-Run Regional Growth Analysis

This section outlines and uses a second REBM for Tasmania.
The model is still based on economic base theory but is now applied
to the study of the long-run phenomenon of regional growth. Several
general characteristics of this model should be pointed out before
it is formally described. First, it is concerned with income, and
uses personal income as the basic unit of measurement rather than employment as is done in the model of the previous section. And, whereas the previous model includes only export activity in the exogenous (i.e. basic) sector, the long-run REBM which we are to describe includes also property income and transfer payments. These two forms of income are not considered at all if employment is the variable used. Second, the long-run REBM focuses on the demand side of income growth without considering growth in capacity. Although constraints on capacity are important, regional data on capacity are not generally available and a pure demand model is far simpler to implement, therefore, than would be one which also attempts to account for changes in capacity. Third, the long-run REBM classifies as either exogenous or endogenous each income component for which regional data is available. Finally, this model considers only growth in current dollar income. Hence we are assuming that relative growth in the money income of the region is indicative of the relative growth of that region's real income. This assumption is valid when trends in prices differ only slightly from state to state within Australia.

7.3.1 Long-Run Regional Economic Base Model for Tasmania

The model which we are to describe is used to study the growth of personal income in Tasmania. It is one in which it is assumed that the rate of growth of total personal income in Tasmania

19. From now on we will talk in terms of exogenous-endogenous sectors instead of basic-nonbasic sectors as we did in the previous section.
can be predicted by the rate of growth in a certain part of income, specified as "exogenous". Exogenous simply refers to that part of income which comes from "outside" a region, especially the income which the region earns by selling goods and services (including the services of capital) to other regions. Since the largest part of Tasmania's exogenous income comes from other parts of Australia, the model thus recognizes dependence of a State on the rest of the nation as a whole. As we said before, our simple model of growth is based on the economic base theory and as such, it is similar to the model we described previously in Section 7.2.1. However, it differs from the previous model in that it is now used in the study of growth rather than in short-run multiplier analysis. In the present section, it is assumed that income from outside is the key element in the rate of growth of economic activity in a region. The local sector, consisting of the producers of goods for local use (by consumers, investors, or government), is seen as relatively passive - expanding if exogenous income grows, contracting if exogenous income falls. The model can now be described more formally. Consider the following two equations which apply to Tasmania in a given year:

\[(7.12) \quad Y_p = Y_e + P + E\]

\[(7.13) \quad Y_e = a + bY_p\]

where \(Y_p\) is personal income; \(Y_e\) is endogenous income, made up of wages and salaries and proprietors' income in local industries, dependent only on total personal income; \(P\) is the sum of property income and
transfer payments, both considered exogenous; and $E$ is earned income consisting of wages and salaries and proprietors' income in industries, including export industries, for which demand is exogenous.

The reduced form of the above model gives:

\begin{equation}
Y_p = \frac{a}{1-b} + \frac{(P + E)}{1-b},
\end{equation}

\begin{equation}
Y_e = \frac{a}{1-b} + \frac{b}{1-b} (P + E).
\end{equation}

Since the model is used in the study of long-run growth, we will derive the rates of growth of both $Y_p$ and $Y_e$. These can be derived from equations (7.14) and (7.15). In the continuous variable case, if dotted variables represent time derivatives, the rates of growth on $Y_p$ and $Y_e$ are given by:

\begin{equation}
\frac{\dot{Y}_p}{Y_p} = \frac{\dot{A}}{A} \frac{A}{a + A}, \quad \text{and}
\end{equation}

\begin{equation}
\frac{\dot{Y}_e}{Y_e} = \frac{\dot{A}}{A} \frac{bA}{a + bA},
\end{equation}

where $A = P + E$, total exogenous income, $\dot{Y}_p$ is the rate of growth in $Y_p$, and $\dot{Y}_e$ is the rate of growth in $Y_e$.²⁰

²⁰ The derivation of equation (7.16) is as follows. Differentiate equation (7.14) with respect to time $t$ to get:

\[ \frac{\dot{Y}_p}{Y_p} = \frac{dY_p}{dt} = \left( \frac{1}{1-b} \right) \frac{d(P + E)}{dt} = \left( \frac{1}{1-b} \right) \dot{A}, \]

where $A = P + E$, and $\dot{A} = \frac{dA}{dt}$.

Since $Y_p = \frac{a + A}{1-b}$ from (7.14), therefore

\[ \frac{\dot{Y}_p}{Y_p} = \left( \frac{1}{1-b} \right) \dot{A} \cdot \frac{1}{Y_p} = \left( \frac{\dot{A}}{1-b} \right) \cdot \frac{1}{a + A} = \left( \frac{\dot{A}}{A} \right) \cdot \frac{A}{a + A} \text{ as given in (7.16) above.} \]

Equation (7.17) for $\frac{\dot{Y}_e}{Y_e}$ can be derived in a similar way.
From equations (7.16) and (7.17) it can be seen that the rates of growth in \( Y_p \) and \( Y_e \) depend on the values of \( A \) and of the parameters \( a \) and \( b \). Thus the signs and values of the parameters \( a \) and \( b \) have important implications for the rates of growth in \( Y_p \) and \( Y_e \). The value of \( b \) is to be restricted in our long-run REBM to be positive and less than one. This follows from the consideration that equation (7.13) above is similar in form to the conventional Keynesian consumption function. The only difference is that equation (7.13) is considered as the sum of three functions for consumption, induced investment, and imports instead of being treated as a consumption function, and for this reason \( b \) is called the marginal propensity to consume locally-produced goods. As for \( a \), if \( a \) is zero, both \( Y_p \) and \( Y_e \) grow at the same rate as exogenous income \( A \). If \( a \) is positive and if \( Y \) is positive, both \( Y_p \) and \( Y_e \) grow more slowly than \( A \); if \( a \) is negative, \( Y_p \) and \( Y_e \) grow faster than the exogenous sector. Thus, from our long-run REBM, we can make the deduction that the growth of a region can be relatively rapid if exogenous income is growing rapidly and/or if \( a \) is negative and large in absolute value.

7.3.2 Data Required for Long-Run Regional Economic Base Model

Australian regional income statistics are designed to reveal personal income, rather than a "gross regional product" or "regional income at factor cost". Although the latter two types of income are often preferred as measures of economic activity for a region, they are not published for Tasmania and hence they need to be estimated. As discussed in Chapter Five, estimation procedures for these two
types of income are very heavily loaded with assumptions and this affects the reliability of these estimates. Hence, personal income is the variable our long-run REBM will attempt to explain.

The Commonwealth Bureau of Census and Statistics issues personal income totals for each year, and subtotals for these components:

- Wages, salaries and supplements
- Income of farm unincorporated enterprises
- Income of other unincorporated enterprises
- Income from dwelling rent
- Cash benefits from general government
- All other income.\(^{21}\)

To implement the model described in Section 7.3.1 above, each of these components of income is designated either exogenous or endogenous. As mentioned earlier, exogenous income in this study refers to that part of income which comes from outside the region. It includes property income and transfer payments (P), and wages and salaries and proprietors' income (i.e. earned income) from export industries (E). What remains from the personal income total is endogenous income. As we said before, this division is the most important aspect of the model. This division has been made by the use of both the "assumption" method and the "location-quotient" method.\(^ {22}\) With the exception of wages, salaries and supplements,

\(^{21}\) See Table No. 66 in *Australian National Accounts* (CBCS, Canberra, 1970-71).

\(^{22}\) For a discussion on these two methods of measuring the economic base, see Chapter Four, Section 4.3 above, under the indirect methods.
all components of personal income were classified by assumption either as exogenous or endogenous. The assumption we adopted was that exogenous income includes income of farm unincorporated enterprises, cash benefits from general government, and all other income. The last two components of personal income consist of transfer payments and property income. Transfer payments to Tasmanian residents depend both on the rates which are determined by the Federal Government as well as on the number of pensioners living in Tasmania. Property income received by the Tasmanian residents is, however, the results of their investment decisions in other parts of the country and is therefore exogenous.

Farm income is an earned-income component which has been designated by assumption exogenous. This treatment of farm income is often justified by the consideration that farm income has fluctuated so much that it is best considered independent of total personal income, i.e. exogenous. The remaining components of personal income (with the exception of wages, salaries and supplements) were designated by assumption endogenous. These components are non-farm proprietors' income and income from dwelling rent. These components can reasonably be assumed to be dependent on developments of one sort or another within the State of Tasmania and hence they are treated as endogenous.

The division of the wage-income component (i.e. wages, salaries and supplements) of personal income was made by the location-quotient method. This required the subdivision of total wages, salaries and supplements for Tasmania into industry components, and the calculation of the location quotient for each industry. At present, no industry distribution of the series "Wages, salaries and supplements" is being published. However, in response to our request, the Commonwealth Bureau supplied us with such a distribution for the State of Tasmania for the year 1964-65. Because there was no alternative,
we decided to use this industry distribution for all industries other than manufacturing to divide total wages, salaries and supplements in Tasmania into its industrial components for the whole sample period 1948-49 to 1970-71. We then applied to the total wages, salaries and supplements of each industry its respective location quotient which we computed earlier on the basis of employment so as to separate the exogenous and the endogenous components. In this connection, both the pro-rata method and the all-or-nothing method used in Section 7.2.2 for classifying industry employment were used to give two variants of \( E \), the earned-income component of exogenous income. As mentioned before, this gave rise to two corresponding variants of \( Y_e \), endogenous income. As for the manufacturing wages and salaries, since series for "actual wages and salaries paid" are published by sixteen sub-classes, a five-year (1963-64 to 1967-68) average ratio of basic to nonbasic wages and salaries paid was computed,\(^{23}\) and this ratio was then used to divide total manufacturing wages and salaries into the respective basic and nonbasic portions for the whole sample period. Figures for total basic and total nonbasic wages and salaries by industry groups are presented in Appendix Table A7.3. Finally, Appendix Table A7.4 lists all the series used in the construction of the long-run REBM for Tasmania.

\(^{23}\) Same method was used in computing basic and nonbasic manufacturing employment; see p. 195.
7.3.3 Test of the Long-Run Regional Economic Base Model

The long-run REBM was tested with annual data for the period 1948-49 to 1970-71 and with both total and per capita variables. The test employed two different variants of A (exogenous income) and thus two corresponding variants of $Y_e$ (endogenous income) since $Y_e$ is defined as total personal income minus exogenous income. The two variants of A differ according to two definitions of $E$, income from exports outside the state. They will be identified in this study as $E_1$ and $E_2$. The basic equation

\begin{equation}
Y_e = \frac{a}{1 - b} + \frac{b}{1 - b} A
\end{equation}

was fitted by ordinary least squares regression and the regression results are summarized in the following table.

Table 7.2

\textit{OLS Estimations of (7.18)*}

\begin{tabular}{l}
A. Total Variables \\
(7.19a) $Y_{e_1} = -89.73 + 1.89 A_1$ & $R^2 = .74$ & $DW = .50$ \\
 & (2.3) & (7.7) \\
(7.19b) $Y_{e_2} = -53.84 + 2.73 A_2$ & $R^2 = .96$ & $DW = .94$ \\
 & (4.1) & (23.4) \\

B. Per Capita Variables \\
(7.20a) $y_{e_1} = -.24 + 1.83 a_1$ & $R^2 = .60$ & $DW = .45$ \\
 & (1.7) & (5.66) \\
(7.20b) $y_{e_2} = -.18 + 2.8 a_2$ & $R^2 = .946$ & $DW = 1.14$ \\
 & (3.9) & (19.2) \\
\end{tabular}

* Figures in parentheses are t-ratios. Subscripts 1 and 2 referred to all-or-nothing method and pro-rata method respectively.
The parameter estimates of \( a \) and \( b \) (denoted as \( \hat{a} \) and \( \hat{b} \)) can be derived from the above least-squares estimates of \( \frac{a}{1-b} \) and \( \frac{b}{1-b} \) for each of the two variants of \( A \). They are summarized below:

From equation (7.19a) \( \hat{a} = -31.1, \quad \hat{b} = .653 \)

(7.19b) \( \hat{a} = -14.4, \quad \hat{b} = .732 \)

(7.20a) \( \hat{a} = -.085, \quad \hat{b} = .647 \)

(7.20b) \( \hat{a} = -.047, \quad \hat{b} = .737 \).

The primary conclusion is that in general both definitions of exogenous income produced very good fits, although variant 2 (i.e. estimates derived by pro-rata method) was slightly superior in both total and per capita variable forms.

The estimates of \( b \) are highly significant, often twenty times greater than their standard errors for variant 2. However, these results must be interpreted carefully since the Durbin-Watson test shows significant (at both 5% and 1% levels) positive autocorrelation in the residuals from the equation.\(^{24}\) This means that the standard errors are frequently underestimated. The general relationship, however, is obviously significant.

The use of per capita rather than total variables has the effect of reducing the closeness of fit slightly. This is because the division of both dependent and independent variables by population has removed some of the common trends which exist between

\(^{24}\) Critical "lower-limits" for \( n = 23 \), and \( k = 1 \) at 5% and at 1% levels are respectively \((d_L) = 1.29\) and \((1.05)\). Hence computed D-W statistic \( d < d_L \). This means that significant positive auto-correlation exists. See J. Johnston [31], "Econometric Methods", p. 192.
exogenous and endogenous incomes. In spite of the smaller $R^2$ values, the per capita form is preferred in this study since it removes the effect of population size on endogenous incomes.  

As explained earlier, the parameter $b$ is the marginal propensity to consume locally, and its value shows the portion of any increase in total personal income which is spent on locally-produced goods and services. The estimated values of $b$ range from .65 for variant 1 of A to .74 for variant 2. Accordingly, from the evidence presented, it can be concluded that for every extra dollar increase in total personal income, about 65 cents to 74 cents are spent on goods and services produced in Tasmania. The rest will go into imports, savings and taxes.

All the estimated values of $a$ are negative. This reflects the fact that endogenous income in Tasmania is growing faster than exogenous income, and that the ratio of endogenous to total personal income is rising as the total is rising over time. A negative value for $a$ is taken to mean that "the multiplier response at the margin is greater than the accumulated responses of the past which determined the value of $Y_e/Y_p$ at the beginning of the period.

---

25. For a further discussion on this point, see R. E. Bolton [2].
27. See page 202 above for an explanation of these statements about growth.
28. See R. E. Bolton, Ibid., pg. 28. Bolton also gave three possible factors which will give rise to a high marginal response, and a suitable combination of these factors may lead to a negative value of $a$ for a particular region.
We can also separate the influence on endogenous income (Ye) of the "property income" part of exogenous income (P) from the wage income part (E) by fitting the following equation for the same sample period 1948-49 to 1970-71 as:

\[
(7.21) \quad Y_e = a' + b'P + e'E
\]

The results obtained are presented in the following table:

**Table 7.3**

**OLS Estimations of (7.21)**

**A. Total Variables**

\[
(7.22a) \quad Y_{e1} = 33.95 + 4.67 P - .54 E_1
\]

\[
(7.22b) \quad Y_{e2} = 8.81 + 4.09 P + .66 E_2
\]

**B. Per Capita Variables**

\[
(7.23a) \quad y_{e1} = .10 + 4.37 p - .42 e_1
\]

\[
(7.23b) \quad y_{e2} = 1.91 + 3.83 p + 1.0 e_2
\]

The tests of significance on the regression coefficients show that the explanatory power of P alone is considerably greater than that of E alone.\(^{29}\) Also, the estimates of \(a'\) are now positive as compared with

---

\(^{29}\) This can be seen better using the partial correlation coefficients or the partial F-test. See Chapter Six, Section 6.3 on the use of partial F-values in stepwise regression.
the negative values obtained for a when fitting equation (7.18). The poor explanatory power of E (as compared to P) has been explained by Bolton as stemming "... mostly from the fact that it [E] typically declines greatly in recession, while P does not; this highly stabilizing effect of P provides a floor for Ye, thus P and Ye are more closely related than E and Ye."  

The estimated equations (7.19b) and (7.20b) can be used to calculate the income multiplier for Tasmania. As discussed previously, and using the notations of the present section, the income multiplier for Tasmania can be calculated from

\[
(7.24) \quad k = 1 + \frac{\Delta A}{\Delta Y_e}
\]

where \( k \) is the income multiplier. Estimated values of \( k \) range from 3.73 (from equation (7.19b)) to 3.8 (from equation (7.20b)). These values are consistent with that obtained in other regional studies.  

---


31. See p. 186 of this chapter.

32. Values of \( k \) are usually found around 3 and 4. However, these values of \( k \) depend on a lot of factors, like the size of region, industry mix and so on.
CHAPTER EIGHT
FORECASTING PERFORMANCE OF THE
TASMANIAN REGIONAL EMPIRICAL MODEL

8.1 Introduction
As mentioned in Chapter Six, the main reason for the development of our REMM was to provide a means of forecasting three Tasmanian aggregates and this being so, we want to evaluate its forecasting performance. In this chapter we shall attempt to do this by comparing forecasts made by our REMM with forecasts made by so-called "intrinsic" models. Intrinsic models are simple, extrapolative models in which information contained in past observations on the time series in question is exploited to generate forecasts for the series, i.e. to extrapolate the past. They differ from econometric models, such as our REMM, in that they generate forecasts for a particular variable on the basis of an analysis of the past record of that variable alone, whereas econometric models forecast one variable, the dependent variable, by evaluating the future values of other variables, the independent variables, via a relationship which exists between the dependent variable and the independent variables. The simplest intrinsic model would be

\[ \hat{X}_{t+1} = X_t \]

where \( \hat{X} \) stands for the forecast value of the variable X. This model forecasts that the value of X for the next time period will be the

1. See W.A. Spivey and W.E. Wecker [134].
same as for the current period. The intrinsic models developed in this chapter are somewhat more complicated. Specifically, two intrinsic models have been developed - one following the Box-Jenkins approach to time series analysis and one based on Brown's exponential smoothing technique. We shall refer to the Box-Jenkins model as IM₁ and the Brown model as IM₂. The development of IM₁ is discussed in Section 8.2, and the development of IM₂ in Section 8.3. Then in Section 8.4, the forecast results of our REKM are compared with the results of IM₁ and IM₂ for the five-year forecasting period 1967-68 to 1971-72.

Before we move on to Section 8.2, two points related to the evaluation procedure we propose to adopt for comparing the forecasting performances of our three models should be mentioned. The first is the distinction between ex post and ex ante forecasts. In ex ante forecasts the true (recorded) values of the independent variables are not known at the time the forecast is made and must be estimated, whereas ex post forecasts use the recorded values of the independent variables to calculate the forecast values of the dependent variable. Also, ex post forecasts may be obtained either for the whole or part of the sample period or for time periods beyond the sample period for which the values of the independent variables are known. The forecasts made in this chapter are ex post forecasts for part of the sample period, i.e. our models were estimated for the whole sample period 1948-49 to 1971-72 and were then used to generate forecasts for the last five-year period 1967-68 to 1971-72.

The second point connected with the evaluation of the forecasting performance of our models relates to the criterion used for determining forecast accuracy. In this study, the Theil U statistic is used for this purpose. This is discussed in Section 8.4.
This section is devoted to the development of \( IM_1 \) by the Box-Jenkins method. The Box-Jenkins method is an approach to time series analysis which has proved useful in many types of situation in which it is required to build a model for a discrete time series. In this section we attempt to develop Box-Jenkins models for forecasting three Tasmanian economic aggregates: gross state product GSP, total personal income TPI and total employment TEMP. Since we are dealing in this study with annual data, we will not be troubled by the seasonal-forecasting problem as would be the case if we were using monthly or quarterly data. Accordingly we shall confine our attention to class of non-seasonal Box-Jenkins models known as the ARIMA class. The best way to introduce the ARIMA model is by way of a special case known as the ARMA model. A time series is said to be generated by a mixed autoregressive moving average model of order \( p,q \) (ARMA \( (p,q) \) model) if

\[
X_t = \phi_1 X_{t-1} + \phi_2 X_{t-2} + \ldots + \phi_p X_{t-p} + a_t - \theta_1 a_{t-1} - \ldots - \theta_q a_{t-q}
\]

where the \( \phi \)'s and the \( \theta \)'s are constants satisfying the "stationarity" condition and the "invertibility" condition, respectively, and where

---

2. G.E.P. Box and G.M. Jenkins [6]. In our discussion we will be concerned only with the practical steps involved in a Box-Jenkins analysis; the theoretical basis of the analysis is well covered in Box and Jenkins, \textit{op.cit.}
the a's are members of \( \{a_t\} \), a stochastic (white-noise) process with \( \mathbb{E}(a_t) = 0; \) \( \text{var}(a_t) = \sigma_a^2 \) for all \( t \) (\( \sigma_a^2 \) a finite constant) and \( \text{cov}(a_s a_t) = 0 \) for all \( s \) and \( t \) such that \( s \neq t \).

Representation (8.2) can be simplified by the introduction of the backward-shift operator \( B \). Let \( B \) be the backward-shift operator so that \( BX_t = X_{t-1} \). Then if

\[
\phi_p(B) = \sum_{j=0}^{p} \phi_j B^j \quad \text{and} \quad \theta_q(B) = \sum_{j=0}^{q} \theta_j B^j,
\]

(8.2) can be written in the form:

\[
\phi_p(B)X_t = \theta_q(B) a_t,
\]

(8.3)

It is to be noted that the ARMA model provides a representation for a "stationary" time series only. For some economic time series it is clearly unrealistic to assume, a priori,

3. In this type of time series analysis, the concept of "stationarity" of a time series is fundamental. A time series may either be "strictly" stationary or "covariance" stationary. If we define a time series narrowly as a family of real-valued random variables \( \{X_t\} \), then a strictly stationary time series is defined to be any time series possessing the property that every finite collection of random variables \( \{X(t_1), X(t_2), \ldots, X(t_n)\} \) has the same joint distribution function as \( \{X(t_1 + h), \ldots, X(t_n + h)\} \) for any integer \( h \). A consequence of this definition is that a time series is strictly stationary if and only if the expected value of \( X_t \) is independent of \( t \) and the covariance of \( X_{t_j} \) and \( X_{t_k} \) (\( \gamma_{X(t_j, t_k)} \)) is a function only of the difference \( t_j - t_k \). (See J. L. Doob [14], for a more detailed discussion.) In applied time series analysis, the assumption of strict-stationarity is often too restrictive and hence another concept, covariance (or weak) stationarity, is found more useful. A covariance stationary time series is defined to be any time series such that the expected value of \( X_t \) is independent of \( t \) and the covariance of \( X_t \) and \( X_{t+h} \) is a finite-valued function only of \( h \). The ARMA model provides a representation for a covariance-stationary time series.
that the assumption of stationarity holds. Box and Jenkins have suggested a generalized form of (8.3) for the representation of a broad class of nonstationary time series which they called "homogeneously nonstationary" time series. From their observation that a homogeneously nonstationary time series when successively differenced in the appropriate way can result in a stationary time series, Box and Jenkins suggest the following generalized form for (8.3) which can represent both stationary and nonstationary time series:

\[ (8.4) \quad \phi(B)(1 - B)^d X_t = \theta(B) a_t, \]

where \( d \) denotes the number of differencings required to transform a given homogeneously nonstationary time series into a stationary series. Representation (8.4) is called an integrated autoregressive moving average process of order \( p, d, q \) ARIMA \((p, d, q)\).

The Box-Jenkins approach to time series analysis is concerned with fitting an ARIMA \((p, d, q)\) model to a given time series. But as can be seen from (8.4) the general ARIMA model contains too many parameters. The problem, therefore, is to find a model within the ARIMA class, with as few parameters as possible, which adequately describes the series. In other words, the Box-Jenkins approach to time series analysis requires the determination of suitable values for the parameters \( p, d, \) and \( q \). Box and Jenkins suggest that the proper way to find suitable values for the parameters \( p, d, q \) is through three main iterative stages which they call, respectively, Model Identification, Estimation, and Diagnostic Checking. We will
examine each of these three stages in turn in relation to the development of \( IM_1 \).

8.2.1 Model Identification

The first stage of the Box-Jenkins procedure is to determine "reasonable" values for the parameters \( p \), \( d \), and \( q \) of the general ARIMA model represented by (8.4). To determine \( d \), the degree of differencing required, the given series \( \{X_t\} \) is successively differenced until a stationary series \( \{W_t\} \) is obtained. For evidence of stationarity in \( \{X_t\} \) and in the differenced series, the sample autocorrelations are examined to see whether they cut out abruptly after a small number of lags.

Series for the three Tasmanian aggregates: GSP, TPI, and TEMP, were employed in this exercise and the sample autocorrelations for each series \( \{X_t\} \), \( \{(1 - B)X_t\} \), and \( \{(1 - B)^2X_t\} \) are given in Table 8.1. Note that the series contain 24, 23, and 22 observations (very small in terms of a Box-Jenkins analysis) respectively.

Referring to the figures in Table 8.1, one can see that the general pattern of autocorrelation function for each series \( \{X_t\} \) is identical; the values of the sample autocorrelations fall from the first lag till somewhere near lag 8 when the values start to increase but in the negative direction. Even the first-differenced series \( \{(1 - B)X_t\} \) contains some degree of non-stationarity since, for instance, for \( (1 - B) \text{GSP}_t \) the first five values are all positive, whilst the rest (except lag 7) are negative. The second-differenced series \( \{(1 - B)^2X_t\} \) seems to improve on this by producing alternative positive and negative values for the sample autocorrelations but there are peaks in the
Table 8.1

Sample Autocorrelations of \((1 - B)^d x_t\) for \(d = 0, 1,\) and 2

<table>
<thead>
<tr>
<th>Series</th>
<th>Lags</th>
<th>Autocorrelations</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSP(_t)</td>
<td>1-7</td>
<td>0.874 0.747 0.626 0.512 0.403 0.288 0.187</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>0.087 -0.011 -0.112 -0.232 -0.349 -0.495 -0.635</td>
</tr>
<tr>
<td>((1-B)) GSP(_t)</td>
<td>1-7</td>
<td>0.473 0.426 0.225 0.243 0.364 -0.075 0.051</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>-0.243 -0.121 -0.366 -0.279 -0.482 -0.739 -0.497</td>
</tr>
<tr>
<td>((1-B)^2) GSP(_t)</td>
<td>1-7</td>
<td>-0.630 0.187 -0.031 -0.064 0.233 -0.207 0.204</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>-0.455 0.412 -0.187 0.280 -0.609 0.429 -0.112</td>
</tr>
<tr>
<td>TPI(_t)</td>
<td>1-7</td>
<td>0.859 0.728 0.613 0.509 0.414 0.296 0.192</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>0.089 -0.014 -0.119 -0.247 -0.373 -0.517 -0.647</td>
</tr>
<tr>
<td>((1-B)) TPI(_t)</td>
<td>1-7</td>
<td>0.367 0.480 0.292 0.157 0.294 -0.064 -0.004</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>-0.339 -0.190 -0.407 -0.367 -0.651 -0.504 -0.519</td>
</tr>
<tr>
<td>((1-B)^2) TPI(_t)</td>
<td>1-7</td>
<td>-0.542 0.211 -0.240 0.104 0.405 -0.468 0.338</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>-0.536 0.652 -0.465 0.348 -0.305 -0.177 0.448</td>
</tr>
<tr>
<td>TEMP(_t)</td>
<td>1-7</td>
<td>0.921 0.820 0.710 0.589 0.454 0.311 0.173</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>0.063 -0.064 -0.177 -0.304 -0.442 -0.605 -0.781</td>
</tr>
<tr>
<td>((1-B)) TEMP(_t)</td>
<td>1-7</td>
<td>0.167 0.246 -0.079 0.063 -0.164 -0.217 -0.209</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>-0.219 -0.111 -0.023 0.059 -0.250 -0.209 -0.368</td>
</tr>
<tr>
<td>((1-B)^2) TEMP(_t)</td>
<td>1-7</td>
<td>-0.546 0.267 -0.299 0.236 -0.087 0.086 -0.196</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>0.049 -0.133 0.013 0.229 -0.147 0.070 -0.487</td>
</tr>
</tbody>
</table>
The \((1 - B)^2\)GSP series, for instance, at lags 1, 8, 12 and 13. It can be seen that the values for the sample autocorrelations at these lags exceed twice their standard errors (approximately given by \(\frac{1}{\sqrt{T}} = \frac{1}{\sqrt{22}} = 0.213\)).

From the results presented, it is difficult to conclude that any of the series tested is stationary since no series has sample autocorrelation function which "dies out" after a certain lag. To proceed with our Box-Jenkins analysis, we have decided to adopt \(d = 1\) for all the three series under study since this gave the least variance value for all the three series as compared to when using other values for \(d\).

Having determined a reasonable value for \(d\), we next proceed to determine suitable values for \(p\) and \(q\). Thus, on the assumption that the first-differenced series \((1 - B)X_t\) are stationary, we want to find a model within the ARMA class, with as few parameters as possible, which describes the series adequately. Theoretically, this is also done by examining the sample autocorrelations and comparing them with various known theoretical autocorrelation functions. For instance, it can be shown that a first order AR model \((p = 1, q = 0)\) possesses the property that its autocorrelation function falls exponentially from the first lag, and that a first order MA model \((p = 0, q = 1)\) has an autocorrelation function with a spike at the first lag and zero elsewhere. For a mixed ARMA model, the autocorrelation function will exhibit a combination of these features. Thus by comparing the pattern of the sample autocorrelations with these theoretical autocorrelation functions, one can identify a tentative model to be used for forecasting. However, it is hard to
judge whether any of the above sample ARMA models is appropriate and accordingly from the sample autocorrelations presented in Table 8.1 we have decided to obtain reasonable values for p and q through experimentation. For each of the three series, we tried different pairs of values for p and q: (p = 1, q = 0), i.e. a first order AR model; (p = 1, q = 1); (p = 2, q = 0); (p = 0, q = 1); and (p = 0, q = 2). For practical reasons, ARMA models of higher orders were not tried. The results of this experimentation are discussed in the next section.

8.2.2 Model Estimation

Having failed, even tentatively, to identify a suitable model for forecasting at the Model Identification stage we will now experiment with different pairs of values for p and q in order to produce what appears to be a suitable model. For each of the three pairs of values of p and q mentioned in the preceding section, we obtained estimates of the $\phi$ and $\theta$ parameters of equation (8.4) by means of the non-linear estimation procedure recommended by Box and Jenkins. The results are summarized in Table 8.2.

8.2.3 Diagnostic Checking

Having estimated the models we thought worth experimenting with, we arrive at the final stage of the Box-Jenkins procedure in which we examine the estimated residuals from the fitted model to see if it is adequate. The white noise series \{a_t\} were generated as part of the estimation procedure and from which we obtained our residual


5. Although we have tried all the five different pairs of values of p and q mentioned in Section 8.2.1, results for the first three pairs of p and q values are presented only. Experiments involving the remaining two pairs (p=0, q=1, and p=0, q=2) were unsuccessful since they failed to give convergent estimates for the parameters estimated and hence these results are not presented in Table 8.2.
Table 8.2

Box-Jenkins Parameter Estimates

<table>
<thead>
<tr>
<th>Models Tested</th>
<th>Estimates of Parameters</th>
<th>MSR</th>
<th>Q</th>
<th>d.f.</th>
</tr>
</thead>
<tbody>
<tr>
<td>p  d  q</td>
<td>$\phi_1$</td>
<td>$\phi_2$</td>
<td>$\theta_1$</td>
<td>$\theta_2$</td>
</tr>
<tr>
<td>A. GSP 1 1 0</td>
<td>.898</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7.31)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1</td>
<td>1.057</td>
<td></td>
<td>0.753</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(31.8)</td>
<td></td>
<td>(4.8)</td>
<td></td>
</tr>
<tr>
<td>2 1 0</td>
<td>.410</td>
<td>.602</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.7)</td>
<td>(3.15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B. TPI 1 1 0</td>
<td>.959</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7.88)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1</td>
<td>1.084</td>
<td></td>
<td>0.672</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(24.7)</td>
<td></td>
<td>(3.67)</td>
<td></td>
</tr>
<tr>
<td>2 1 0</td>
<td>.513</td>
<td>.565</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.68)</td>
<td>(2.67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. TEMP 1 1 0</td>
<td>.718</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.84)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 1</td>
<td>.994</td>
<td></td>
<td>1.296</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(132.6)</td>
<td></td>
<td>(7.02)</td>
<td></td>
</tr>
</tbody>
</table>
$Q = T \sum_{k=1}^{m} r_k^2$, is a statistic recommended by G.E.P. Box and D. A. Pierce [75], for use in diagnostic checking, with $T$ as the number of observations, $m$ as the degrees of freedom for $Q$ less $(p + q)$ and $r_k$ as the $k^{th}$ autocorrelation coefficient of the residuals.

d.f. denotes the degree of freedom for $Q$. 

* Figures in parentheses are t-ratios.
series. The most important diagnostic check consists of examining the autocorrelation function of the estimated residuals which are presented in Table 8.3.

The Box-Jenkins procedure involves the transformation of a given time series into a random white noise process. It follows that if any of the models with which we have experimented is adequate, its residual autocorrelations should conform with the properties of the white noise processes, i.e. should be insignificantly from zero. On examining Table 8.3, it can be seen that for all the three series we tested, the ARIMA (1, 1, 1) model gives fairly small autocorrelation coefficients, although at some lags, such as at lags 8 and 12 for GSP, the coefficients have an absolute value which is greater than twice their standard error ($= \frac{1}{\sqrt{23}} = 0.208$). Looking back into Table 8.2, it can be seen that of all the models tested, the ARIMA (1, 1, 1) model gives the smallest MRS-value for all three series used. Another check we used on the overall adequacy of the ARIMA (1, 1, 1) model involves the use of the Q-statistic which was recommended by Box and Pierce. The hypothesis being tested here is that if the model is adequate, Q should be approximately distributed as $\chi^2$ with $(m - p - q)$ degrees of freedom, where $m$ is the largest number of lags. The critical value for 12 degrees of freedom at the 5% critical point is 21 and since ARIMA (1, 1, 1) for TPI has a value of Q ($= 24.89$) in excess of this critical value, this model is not

5. See Box and Jenkins, *Ibid.*, Ch. 8.


7. See footnote in Table 8.2 marked with an asterisk.
Table 8.3

Sample Autocorrelation of the Residuals from Fitted Models

<table>
<thead>
<tr>
<th>Models Used</th>
<th>Lags</th>
<th>Autocorrelations</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. For GSP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p d q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 0</td>
<td>1-7</td>
<td>-0.603 0.201 -0.017 -0.062 0.245 -0.203 0.203</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>-0.450 0.390 -0.191 0.249 -0.604 0.386 -0.143</td>
</tr>
<tr>
<td>1 1 1</td>
<td>1-7</td>
<td>-0.135 0.170 0.067 0.053 0.224 -0.160 -0.064</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>-0.485 0.138 -0.166 -0.068 -0.691 0.034 -0.172</td>
</tr>
<tr>
<td>2 1 0</td>
<td>1-7</td>
<td>-0.160 -0.203 -0.014 0.059 0.273 0.075 -0.039</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>-0.401 0.064 0.384 -0.061 -0.752 0.053 -0.173</td>
</tr>
<tr>
<td>B. For TPI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p d q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1 0</td>
<td>1-7</td>
<td>-0.521 0.218 -0.228 0.100 0.408 -0.462 0.336</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>-0.526 0.634 -0.463 0.334 -0.299 -0.195 0.423</td>
</tr>
<tr>
<td>1 1 1</td>
<td>1-7</td>
<td>-0.099 0.088 -0.157 0.194 0.448 -0.309 0.074</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>-0.383 0.395 -0.246 0.101 -0.389 -0.394 0.144</td>
</tr>
<tr>
<td>2 1 0</td>
<td>1-7</td>
<td>-0.046 -0.228 -0.154 0.275 0.437 -0.219 -0.063</td>
</tr>
<tr>
<td></td>
<td>8-14</td>
<td>-0.239 0.291 -0.003 0.153 -0.343 -0.453 0.285</td>
</tr>
</tbody>
</table>
C. For TEMP

<table>
<thead>
<tr>
<th></th>
<th>1-7</th>
<th>8-14</th>
<th>1-7</th>
<th>8-14</th>
<th>1-7</th>
<th>8-14</th>
<th>1-7</th>
<th>8-14</th>
<th>1-7</th>
<th>8-14</th>
</tr>
</thead>
<tbody>
<tr>
<td>110</td>
<td>-0.489</td>
<td>0.256</td>
<td>-0.287</td>
<td>0.218</td>
<td>-0.101</td>
<td>0.018</td>
<td>-0.197</td>
<td>0.004</td>
<td>-0.118</td>
<td>0.027</td>
</tr>
<tr>
<td>111</td>
<td>0.037</td>
<td>0.160</td>
<td>-0.177</td>
<td>0.040</td>
<td>-0.192</td>
<td>-0.233</td>
<td>-0.219</td>
<td>0.004</td>
<td>-0.118</td>
<td>0.027</td>
</tr>
</tbody>
</table>
We will now sum up our Box-Jenkins analysis. It appears from the foregoing discussion that the ARIMA (1, 1, 1) model is likely to be reasonably satisfactory for representing the time series for the three Tasmanian aggregates: gross state product, total personal income and total employment. Accordingly IM\textsubscript{1} will consist of the following three forecasting equations:

\begin{align*}
(8.5) & \quad \text{GSP}_t^1 = 1.057 \text{GSP}_{t-1}^1 + a_t - 0.753 a_{t-1} \\
(8.6) & \quad \text{TPI}_t^1 = 1.084 \text{TPI}_{t-1}^1 + a_t - 0.672 a_{t-1} \\
(8.7) & \quad \text{TEMP}_t^1 = 0.994 \text{TEMP}_{t-1}^1 + a_t - 1.296 a_{t-1}.
\end{align*}

Notice that equations (8.5), (8.6), and (8.7) are expressed in first differences and for this reason we have denoted the variables with a superscript 1. These three equations were used to generate forecasts for the five-year period 1967-68 to 1970-71 for each of the three aggregates. The procedure used in this connection will be explained in Section 8.4 and the forecasts themselves presented.

8.3 IM\textsubscript{2}: Exponential Smoothing Method

In this section we will discuss the development of IM\textsubscript{2} by means of the exponential-smoothing or exponentially-weighted-moving-average method proposed by Brown.\textsuperscript{8}

\textsuperscript{8} R. G. Brown [7].
Before we can describe the procedure followed it is necessary to explain the terms single exponential smoothing, double exponential smoothing and triple exponential smoothing.

*Single exponential smoothing* of a time series is a procedure defined by the following formula:

\[
S_t(S) = \alpha X_t + (1 - \alpha)S_{t-1}(X),
\]

where \( \alpha \) is a constant known as the "smoothing constant", satisfying \( 0 < \alpha < 1 \). \( X_t \) is the observation for period \( t \), \( S_t(X) \) is the "single-smoothed statistic" for period \( t \) and \( S_{t-1}(X) \) the single-smoothed statistic for the previous period. That is, the single-smoothed statistic for period \( t \) is a weighted arithmetic average of the observation for period \( t \) and the single-smoothed statistic for period \( t - 1 \). Clearly, given an initial value of the single-smoothed statistic, say \( S_0(S) \), a time series for the single-smoothed statistic, paralleling the time series \( \{X_t\} \), can be imputed by successive application of (8.8). We shall refer to such a series as the smoothed data.

*Double exponential smoothing* of a time series is a procedure defined by the following:

\[
S_t^2(X) = \alpha S_t(X) + (1 - \alpha)S_{t-1}^2(X),
\]

where \( S_t^2(X) \) is the "double-smoothed statistic" for period \( t \), and \( S_{t-1}^2(X) \) the double-smoothed statistic for period \( t - 1 \). Thus
double exponential smoothing is exactly the same operation as single exponential smoothing except that the smoothed data takes the place of the time series itself. Given an initial value of the double-smoothed statistic, say $S_0^2(X)$, a time series for the double-smoothed statistic, paralleling the time series $\{X_t\}$ and the smoothed data, can be computed in successive application of (8.9). We shall refer to such a series as the \textit{double-smoothed data}.

Finally, \textit{triple exponential smoothing} of a time series is the procedure defined by:

\begin{equation}
S_t^3(X) = \alpha S_t^2(X) + (1 - \alpha)S_{t-1}^3(X),
\end{equation}

where $S_t^3(X)$ and $S_{t-1}^3(X)$ are, respectively, the "triple-smoothed statistic" for period $t$ and for period $(t - 1)$. Thus, triple exponential smoothing is exactly the same operation as single exponential smoothing except that it is performed on the double-smoothed data instead of the time series itself. Given an initial value of the triple-smoothed statistic, say $S_0^3(X)$, a time series for the triple-smoothed statistic, paralleling the time series, the smoothed data and the double-smoothed data can be computed by successive application of (8.10). Such a series will be referred to as the \textit{triple-smoothed data}.

Returning now to IM$_2$ the first point to note is that two alternative forms of IM$_2$ were produced for each of the variables of interest, i.e. GSP, TPI and TEMP. These may be stated in terms of the alternative forecast equations as follows:
In these expressions, \( \hat{x}_{t+T} \) is the forecast of the variable (GSP, TPI or TEMP as the case may be) made in period \( t \) for a period \( T \) periods ahead (\( T \) is referred to as the "lead time") and \( a, b \) and \( c \) are constants which have to be estimated. Thus in the first version of IM\(_2\) the forecast equation is a linear function of the lead time while in the second version the forecast equation is a second-degree function of the lead time. Once the constants of these equations have been estimated the resulting numerical equations can be used to produce forecasts, as of period \( t \), for any number of periods ahead.

To estimate the constants \( a \) and \( b \) in (8.11) for, say, GSP we first constructed the smoothed data and the double-smoothed data from the GSP series. For this purpose we used \( \alpha = 0.1 \) and initial values \( S_0(X) \) and \( S_0^2(X) \) derived from:

\[
S_0(X) = \hat{a}_0 - \frac{1 - \alpha}{\alpha} \hat{b}_0
\]

\[
S_0^2(X) = \hat{a}_0 - 2 \frac{1 - \alpha}{\alpha} \hat{b}_0
\]

where \( \hat{a}_0 \) and \( \hat{b}_0 \) are initial estimates of \( a \) and \( b \). The smoothed data

9. To obtain these initial estimates we fitted a linear trend equation to the GSP series. Of course, if the smoothing operation had begun in 1948-49 we would not have had the necessary data to estimate \( \hat{a}_0 \) and \( \hat{b}_0 \) in this way and so we have been forced to use some other, possibly less satisfactory method of doing so. This means that the forecasts that we shall derive from IM\(_2\) may be more favourable than can be expected in practice from this model. However, since the same is true of our REMM forecasts (they too are ex post) the comparison between the forecast performances of the two methods should not be affected.
Table 8.4
Smoothed Data and Double-Smoothed Data for GSP, TPI and TEMP

<table>
<thead>
<tr>
<th>Year</th>
<th>GSP (a) Series</th>
<th>Smoothed Data</th>
<th>Double-Smoothed Data</th>
<th>TPI (b) Series</th>
<th>Smoothed Data</th>
<th>Double-Smoothed Data</th>
<th>TEMP (c) Series</th>
<th>Smoothed Data</th>
<th>Double-Smoothed Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1948-49</td>
<td>86</td>
<td>-144</td>
<td>-381</td>
<td>99</td>
<td>-120</td>
<td>-342</td>
<td>76</td>
<td>53</td>
<td>32</td>
</tr>
<tr>
<td>1949-50</td>
<td>106</td>
<td>-119</td>
<td>-355</td>
<td>121</td>
<td>-96</td>
<td>-318</td>
<td>78</td>
<td>56</td>
<td>34</td>
</tr>
<tr>
<td>1950-51</td>
<td>147</td>
<td>-92</td>
<td>-328</td>
<td>163</td>
<td>-70</td>
<td>-293</td>
<td>81</td>
<td>58</td>
<td>37</td>
</tr>
<tr>
<td>1951-52</td>
<td>166</td>
<td>-66</td>
<td>-302</td>
<td>186</td>
<td>-44</td>
<td>-267</td>
<td>82</td>
<td>60</td>
<td>39</td>
</tr>
<tr>
<td>1952-53</td>
<td>186</td>
<td>-41</td>
<td>-275</td>
<td>209</td>
<td>-19</td>
<td>-242</td>
<td>83</td>
<td>63</td>
<td>41</td>
</tr>
<tr>
<td>1953-54</td>
<td>222</td>
<td>-15</td>
<td>-249</td>
<td>214</td>
<td>4</td>
<td>-218</td>
<td>85</td>
<td>65</td>
<td>43</td>
</tr>
<tr>
<td>1955-56</td>
<td>280</td>
<td>38</td>
<td>-196</td>
<td>268</td>
<td>51</td>
<td>-168</td>
<td>90</td>
<td>69</td>
<td>48</td>
</tr>
<tr>
<td>1956-57</td>
<td>291</td>
<td>64</td>
<td>-170</td>
<td>275</td>
<td>73</td>
<td>-144</td>
<td>90</td>
<td>71</td>
<td>50</td>
</tr>
<tr>
<td>1957-58</td>
<td>296</td>
<td>87</td>
<td>-144</td>
<td>283</td>
<td>94</td>
<td>-121</td>
<td>92</td>
<td>73</td>
<td>52</td>
</tr>
<tr>
<td>1958-59</td>
<td>300</td>
<td>108</td>
<td>-119</td>
<td>287</td>
<td>113</td>
<td>-98</td>
<td>94</td>
<td>75</td>
<td>55</td>
</tr>
<tr>
<td>1959-60</td>
<td>336</td>
<td>131</td>
<td>-94</td>
<td>322</td>
<td>134</td>
<td>-75</td>
<td>97</td>
<td>78</td>
<td>57</td>
</tr>
<tr>
<td>1960-61</td>
<td>344</td>
<td>151</td>
<td>-70</td>
<td>337</td>
<td>154</td>
<td>-52</td>
<td>98</td>
<td>80</td>
<td>59</td>
</tr>
<tr>
<td>1962-63</td>
<td>381</td>
<td>193</td>
<td>-21</td>
<td>368</td>
<td>194</td>
<td>-8</td>
<td>100</td>
<td>84</td>
<td>63</td>
</tr>
<tr>
<td>1963-64</td>
<td>415</td>
<td>216</td>
<td>3</td>
<td>400</td>
<td>215</td>
<td>14</td>
<td>105</td>
<td>87</td>
<td>66</td>
</tr>
<tr>
<td>1964-65</td>
<td>451</td>
<td>239</td>
<td>26</td>
<td>434</td>
<td>237</td>
<td>36</td>
<td>107</td>
<td>89</td>
<td>68</td>
</tr>
<tr>
<td>1965-66</td>
<td>473</td>
<td>262</td>
<td>50</td>
<td>457</td>
<td>260</td>
<td>58</td>
<td>115</td>
<td>92</td>
<td>70</td>
</tr>
<tr>
<td>1966-67</td>
<td>527</td>
<td>289</td>
<td>74</td>
<td>506</td>
<td>285</td>
<td>80</td>
<td>119</td>
<td>94</td>
<td>72</td>
</tr>
</tbody>
</table>
(a) For GSP, $\hat{a}_0 = 67.83$; $\hat{b}_0 = 26.41$. Hence

$$S_0(X) = \hat{a}_0 - \frac{1 - a}{a} \hat{b}_0 = 67.83 - \left( \frac{0.9}{0.1} \right)(26.41) = -169.86$$

$$S^2_0(X) = \hat{a}_0 - 2\left( \frac{1 - a}{a} \right) \hat{b}_0 = 67.83 - 2\left( \frac{0.9}{0.1} \right)(26.41) = -407.55$$

(b) For TPI, $\hat{a}_0 = 78.46$; $\hat{b}_0 = 24.76$. Hence

$$S_0(X) = -144.5$$

$$S^2_0(X) = -367.5$$

(c) For TEMP, $\hat{a}_0 = 72.6$; $\hat{b}_0 = 2.4$. Hence

$$S_0(X) = 51.0$$

$$S^2_0(X) = 29.4$$
and the double-smoothed data are shown for each of the three variables in Table 8.4.

Having constructed the smoothed data and the double-smoothed data for GSP we next estimated the a and b in (8.11) as of 1966-67, from:

\[
\begin{align*}
(8.13a) \quad \hat{a}_{66-67} &= 2S_{66-67}(X) - S^2_{66-67}(X) = (2 \times 289) - 74 = 504 \\
(8.13b) \quad \hat{b}_{66-67} &= \frac{1}{2}[S_{66-67}(X) - S^2_{66-67}(X)] = \frac{1}{2}(289 - 74) = 23.9
\end{align*}
\]

Thus our 1966-67 forecast equation for GSP was:

\[
\hat{X}_{t+1} = 504 + 23.9t
\]

We next estimated a and b afresh, using the relations corresponding to (8.13a) and (8.13b), for each of the years 1967-68 to 1970-71. In this way we obtained a series of five forecast equations of the form of (8.11) for GSP. These and the corresponding equations for TPI and TEMP are shown in Table 8.5.

To estimate the constants a, b and c in (8.12) for GSP, say, we first constructed the smoothed data, the double-smoothed data and the triple-smoothed data from the actual series. For this purpose we again used \( \alpha = 0.1 \) and the initial values \( S_0(X), S^2_0(X) \) and \( S^3_0(X) \) derived from:

10. The theoretical basis of these formulae is the so-called Fundamental Theorem of Exponential Smoothing. See R. G. Brown and R. F. Heye [73].
Table 8.5

Forecast Equations of Form $\dot{x}_t = \alpha + \beta t$ for GSP, TPI and TEMP

<table>
<thead>
<tr>
<th>Year</th>
<th>GSP</th>
<th>TPI</th>
<th>TEMP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{a}$</td>
<td>$\hat{b}$</td>
<td>$\hat{a}$</td>
</tr>
<tr>
<td>1966-67</td>
<td>504</td>
<td>23.9</td>
<td>490</td>
</tr>
<tr>
<td>1967-68</td>
<td>532</td>
<td>24.1</td>
<td>515</td>
</tr>
<tr>
<td>1968-69</td>
<td>564</td>
<td>24.5</td>
<td>544</td>
</tr>
<tr>
<td>1969-70</td>
<td>603</td>
<td>25.3</td>
<td>577</td>
</tr>
<tr>
<td>1970-71</td>
<td>644</td>
<td>26.1</td>
<td>618</td>
</tr>
<tr>
<td>1971-72</td>
<td>689</td>
<td>27.1</td>
<td>665</td>
</tr>
</tbody>
</table>

\[
S_0(x) = \hat{a}_0 - \frac{1 - \alpha}{\alpha} \hat{b}_0 + \frac{(1 - \alpha)(2 - \alpha)}{2\alpha^2} \hat{c}_0
\]

\[
S_0^2(x) = \hat{a}_0 - \frac{2(1 - \alpha)}{\alpha} \hat{b}_0 + \frac{(1 - \alpha)(3 - 2\alpha)}{2\alpha^2} \hat{c}_0
\]

\[
S_0^3(x) = \hat{a}_0 - \frac{3(1 - \alpha)}{\alpha} \hat{b}_0 + \frac{3(1 - \alpha)(4 - 3\alpha)}{2\alpha^2} \hat{c}_0
\]

where $\hat{a}_0$, $\hat{b}_0$ and $\hat{c}_0$ are the least squares estimates of $\alpha$, $\beta$ and $c$ in a second-degree polynomial equation fitted to the GSP series.

The smoothed-data, the double-smoothed data and the triple-smoothed data are shown for each of the three variables in Table 8.6.

Having constructed the three smoothed series for GSP we next estimated $\alpha$, $\beta$ and $c$ in (8.12) as of 1966-67, from:

\[
\text{(8.14a)} \quad \hat{a}_{66-67} = 3S_t(x) - 3S_t^2(x) + S_t^3(x)
\]

\[
= 3 \times 323 - 3 \times 206 + 153
\]

\[
= 504
\]
Table 8.6
Smoothed Data, Double-Smoothed Data, and Triple-Smoothed Data for GSP, TPI, and TEMP

<table>
<thead>
<tr>
<th>Year</th>
<th>GSP(a)</th>
<th>TPI(b)</th>
<th>TEMP(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1948-49</td>
<td>86</td>
<td>91</td>
<td>98</td>
</tr>
<tr>
<td>1949-50</td>
<td>106</td>
<td>93</td>
<td>98</td>
</tr>
<tr>
<td>1950-51</td>
<td>147</td>
<td>98</td>
<td>99</td>
</tr>
<tr>
<td>1951-52</td>
<td>176</td>
<td>105</td>
<td>100</td>
</tr>
<tr>
<td>1952-53</td>
<td>186</td>
<td>113</td>
<td>101</td>
</tr>
<tr>
<td>1953-54</td>
<td>222</td>
<td>124</td>
<td>103</td>
</tr>
<tr>
<td>1954-55</td>
<td>216</td>
<td>136</td>
<td>106</td>
</tr>
<tr>
<td>1955-56</td>
<td>280</td>
<td>150</td>
<td>110</td>
</tr>
<tr>
<td>1956-57</td>
<td>291</td>
<td>164</td>
<td>115</td>
</tr>
<tr>
<td>1957-58</td>
<td>296</td>
<td>178</td>
<td>121</td>
</tr>
<tr>
<td>1958-59</td>
<td>300</td>
<td>190</td>
<td>128</td>
</tr>
<tr>
<td>1959-60</td>
<td>336</td>
<td>205</td>
<td>136</td>
</tr>
<tr>
<td>1960-61</td>
<td>344</td>
<td>218</td>
<td>144</td>
</tr>
<tr>
<td>1961-62</td>
<td>364</td>
<td>232</td>
<td>152</td>
</tr>
<tr>
<td>1962-63</td>
<td>381</td>
<td>246</td>
<td>162</td>
</tr>
<tr>
<td>1963-64</td>
<td>415</td>
<td>262</td>
<td>172</td>
</tr>
<tr>
<td>1964-65</td>
<td>451</td>
<td>281</td>
<td>183</td>
</tr>
<tr>
<td>1965-66</td>
<td>473</td>
<td>300</td>
<td>194</td>
</tr>
<tr>
<td>1966-67</td>
<td>527</td>
<td>323</td>
<td>206</td>
</tr>
</tbody>
</table>

(a) For GSP, \( \hat{a}_0 = 124.78; \hat{b}_0 = 10.88; \hat{c}_0 = 0.675 \). Hence

\[
S_0(X) = \hat{a}_0 - \frac{1 - a}{a} \hat{b}_0 + \frac{(1 - a)(2 - a)}{2a^2} \hat{c}_0 = 124.78 - \frac{9}{.1} \times 10.88 + \frac{(.9)(1.9)}{(.02)(.675)} = 91.61
\]

\[
S_0^2(X) = \hat{a}_0 - \frac{2(1 - a)}{a} \hat{b}_0 + \frac{(1 - a)(3 - 2a)}{a^2} \hat{c}_0 = 124.78 - \frac{2(.9)}{.1} \times 10.88 + \frac{(1.9)(2.8)}{(.03)(6.75)} = 99.04
\]

\[
S_0^3(X) = \hat{a}_0 - \frac{3(1 - a)}{a} S_0(X) + \frac{3(1 - a)(4 - 3a)}{2a^2} \hat{c}_0 = 124.78 - \frac{3(.9)}{.1} \times 10.88 + \frac{(1.9)(3.7)}{(.02)(6.75)} = 169
\]

(b) For TPI, \( \hat{a}_0 = 144.9; \hat{b}_0 = 6.6; \hat{c}_0 = 0.79 \). Hence

\[
S_0(X) = 92.2
\]

\[
S_0^2(X) = 225.1
\]

\[
S_0^3(X) = 360.7
\]

(c) For TEMP, \( \hat{a}_0 = 77.7; \hat{b}_0 = 1.03; \hat{c}_0 = .06 \). Hence

\[
S_0(X) = 68.94
\]

\[
S_0^2(X) = 72.28
\]

\[
S_0^3(X) = 79.9
\]
(8.14b)  \[ \hat{b}_{66-67} = \left[ \frac{\alpha}{2(1 - \alpha)^2} \right] \left[ (6 - 5\alpha)S_t^1(X) - 2(5 - 4\alpha)S_t^2(X) + (4 - 3\alpha)S_t^3(X) \right] \]
\[ = \left[ \frac{1}{2(0.9)^2} \right] [5.5 \times 323 - 2(4.6)206 + 3.7 \times 153] \]
\[ = 27.6 \]

(8.14c)  \[ \hat{c}_{66-67} = \left[ \frac{\alpha^2}{(1 - \alpha)^2} \right] \left[ S_t^1(X) - 2S_t^2(X) + S_t^3(X) \right] \]
\[ = \left[ \frac{(0.1)^2}{.9^2} \right] [323 - 2 \times 206 + 153] \]
\[ = 0.8 \]

Thus our "version two" forecasting equation for GSP as of 1966-67 was:

\[ \hat{x}_{t+\tau} = 504 + 27.6\tau + \frac{1}{2} 0.8\tau^2 \]

We next estimated a, b and c afresh, using the relations corresponding to (8.14a), (8.14b) and (8.14c) for each of the years 1967-68 to 1970-71, thus obtaining a series of five forecasting equations of the form of (8.12) for GSP. These and the corresponding equation for TPI and TEMP are shown in Table 8.7.

The forecast equations set out in Table 8.5 and Table 8.7 were used to generate forecasts for the five-year period 1967-68 to 1970-71 for each of the three aggregates, GSP, TPI and TEMP. These will be presented and discussed in Section 8.4.
Table 8.7
Forecast Equations of Form $\hat{x}_t = a + b_t + c_t \sigma_t^2$ for GSP, TPI and TEMP

<table>
<thead>
<tr>
<th>Year</th>
<th>GSP</th>
<th>TPI</th>
<th>TEMP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{a}$</td>
<td>$\hat{b}$</td>
<td>$\hat{c}$</td>
</tr>
<tr>
<td>1966-67</td>
<td>504</td>
<td>27.6</td>
<td>.80</td>
</tr>
<tr>
<td>1967-68</td>
<td>536</td>
<td>29.2</td>
<td>.81</td>
</tr>
<tr>
<td>1968-69</td>
<td>574</td>
<td>30.5</td>
<td>.85</td>
</tr>
<tr>
<td>1969-70</td>
<td>618</td>
<td>32.4</td>
<td>.88</td>
</tr>
<tr>
<td>1970-71</td>
<td>642</td>
<td>32.7</td>
<td>.85</td>
</tr>
<tr>
<td>1971-72</td>
<td>700</td>
<td>35.3</td>
<td>.93</td>
</tr>
</tbody>
</table>

8.4 Comparing Forecasting Performance

In this section, we will compare the forecasting results from our REMM (from Chapter Six) with those produced by the two intrinsic models developed in the preceding section. We will firstly compute one-step-ahead forecasts from each model for the five-year period 1967-68 to 1971-72. Then, secondly, we will employ Theil's U statistic to compare their accuracy.

8.4.1 Forecasts from Regional Empirical Model

In Chapter Six above, we developed the following set of forecasting equations:

$$GSP_t = 20.7 + 0.0443 \text{MGFPRD}_t + 0.507 \text{GSP}_{t-1}$$

$$TPI_t = 8.97 + 0.035 \text{PCONSP}_t$$

$$\text{TEMP}_t = 4.6 + 0.00936 \text{AUSEMP}_t + 0.662 \text{TEMP}_{t-1}.$$
These three equations are now used to compute forecasts for the forecasting period 1967-68 to 1971-72. The results are summarized in Table 8.8.

Table 8.8

<table>
<thead>
<tr>
<th>Year</th>
<th>GSP</th>
<th>ΔGSP</th>
<th>GSP</th>
<th>ΔGSP</th>
<th>TPI</th>
<th>ΔTPI</th>
<th>TPI</th>
<th>ΔTPI</th>
<th>TEMP</th>
<th>ΔTEMP</th>
<th>TEMP</th>
<th>ΔTEMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1967-68</td>
<td>559</td>
<td>38</td>
<td>547</td>
<td>53</td>
<td>534</td>
<td>41</td>
<td>524</td>
<td>49</td>
<td>121</td>
<td>3</td>
<td>122</td>
<td>3</td>
</tr>
<tr>
<td>1968-69</td>
<td>597</td>
<td>56</td>
<td>600</td>
<td>62</td>
<td>575</td>
<td>53</td>
<td>573</td>
<td>56</td>
<td>124</td>
<td>4</td>
<td>125</td>
<td>3</td>
</tr>
<tr>
<td>1969-70</td>
<td>653</td>
<td>60</td>
<td>662</td>
<td>55</td>
<td>628</td>
<td>61</td>
<td>629</td>
<td>66</td>
<td>128</td>
<td>3</td>
<td>128</td>
<td>2</td>
</tr>
<tr>
<td>1970-71</td>
<td>713</td>
<td>64</td>
<td>717</td>
<td>58</td>
<td>689</td>
<td>66</td>
<td>695</td>
<td>75</td>
<td>131</td>
<td>2</td>
<td>130</td>
<td>0</td>
</tr>
<tr>
<td>1971-72</td>
<td>777</td>
<td>775</td>
<td>755</td>
<td>75</td>
<td>770</td>
<td>133</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* GSP, ΔGSP, GSP, ΔGSP represent respectively the forecast value, the forecast change, the actual value and the actual change of GSP. Similar notations are employed for TPI and TEMP.

8.4.2 Forecasts from IM₁

The forecasting equations developed for IM₁ were:

\[
\begin{align*}
GSP_t &= 1.057 \ GSP_{t-1} + a_t - 0.753 \ a_{t-1} \\
TPI_t &= 1.084 \ TPI_{t-1} + a_t - 0.672 \ a_{t-1} \\
TEMP_t &= 0.994 \ TEMP_{t-1} + a_t - 1.296 \ a_{t-1}
\end{align*}
\]

Thus, these forecasting equations are of the general form:

\[
Z_t = \beta_0 Z_{t-1} + a_t - \beta_1 a_{t-1}
\]

or

\[
Z_{t+1} = \beta_0 Z_{t+1} + a_{t+1} - \beta_1 a_t.
\]
The one-step-ahead forecast, written as $\hat{Z}_t(1)$, is assumed to be given by the conditional expectation $E(Z_{t+1}/H_t)$, where $H_t$ represents the history of the series $\{Z_t\}$ up to time $t$.

Taking the conditional expectation, we have, assuming that the expectation of $a_{t+1}$ is zero:

$$\hat{Z}_t(1) = \beta_0 Z_t - \beta_1 a_t.$$  

For an example, the one-step-ahead forecast for GSP made at 1966-67 is given by:

$$GSP_{1966-67} = 1.057 GSP_{1966-67} - 0.753 a_{1966-67}$$

i.e. $GSP(1) = 1.057 \times 527 - 0.753 \times 23.95$

$$= 540$$

Other forecasts for the three aggregates for the five-year period are similarly calculated and are presented in Table 8.9.

\textit{Table 8.9}

\textit{Forecasts from IM \textdagger for Period 1967-68 to 1971-72}

<table>
<thead>
<tr>
<th>Year</th>
<th>GSP</th>
<th>ΔGSP</th>
<th>TPI</th>
<th>ΔTPI</th>
<th>TEMP</th>
<th>ΔTEMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1967-68</td>
<td>547</td>
<td>17</td>
<td>560</td>
<td>-7</td>
<td>119</td>
<td>3</td>
</tr>
<tr>
<td>1968-69</td>
<td>564</td>
<td>83</td>
<td>553</td>
<td>78</td>
<td>122</td>
<td>3</td>
</tr>
<tr>
<td>1969-70</td>
<td>647</td>
<td>70</td>
<td>631</td>
<td>58</td>
<td>125</td>
<td>3</td>
</tr>
<tr>
<td>1970-71</td>
<td>717</td>
<td>44</td>
<td>689</td>
<td>73</td>
<td>128</td>
<td>1</td>
</tr>
<tr>
<td>1971-72</td>
<td>761</td>
<td>762</td>
<td>129</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
8.4.3 Forecasts from $IM_2$

Two forecasting equations were developed for $IM_2$ and they were of the forms:

\[(8.15a) \quad \hat{x}_{t+T} = a + bt,\]

\[(8.15b) \quad \hat{x}_{t+T} = a + bt + \frac{1}{2}ct^2.\]

Estimates of $a$ and $b$ for (8.15a) and $a$, $b$ and $c$ for (8.15b) for each of the years 1967-68 to 1970-71 were extracted from Table 8.5 and Table 8.7 respectively presented in Section 8.3 above.

Two sets of forecasts were generated from equations (8.15a) and (8.15b) for the period 1967-68 to 1970-71 and they are presented in Table 8.10.

**Table 8.10**

<table>
<thead>
<tr>
<th>Year</th>
<th>(a)</th>
<th></th>
<th>(b)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GSP</td>
<td>AGSP</td>
<td>TPI</td>
<td>ATPI</td>
</tr>
<tr>
<td>1967-68</td>
<td>556</td>
<td>33</td>
<td>538</td>
<td>29</td>
</tr>
<tr>
<td>1968-69</td>
<td>589</td>
<td>39</td>
<td>567</td>
<td>33</td>
</tr>
<tr>
<td>1969-70</td>
<td>628</td>
<td>42</td>
<td>600</td>
<td>43</td>
</tr>
<tr>
<td>1970-71</td>
<td>670</td>
<td>46</td>
<td>643</td>
<td>48</td>
</tr>
<tr>
<td>1971-72</td>
<td>716</td>
<td>691</td>
<td>132</td>
<td></td>
</tr>
</tbody>
</table>

(a) Forecasts generated from equation $\hat{x}_{t+T} = a + bt,$
\[ t = 1 \]

(b) Forecasts generated from equation $\hat{x}_{t+T} = a + bt + \frac{1}{2}ct^2,$
\[ t = 1 \]
8.4.4 Forecast Evaluation

We will now compare the forecast accuracy of the three models (REMM, IM\(_1\) and IM\(_2\)) by the U statistic originally proposed by Theil.\(^{11}\) The U statistic is defined as:

\[
U = \sqrt{\frac{1}{n} \sum (P_i - A_i)^2} / \left( \sqrt{\frac{1}{n} \sum P_i^2} + \sqrt{\frac{1}{n} \sum A_i^2} \right)
\]

where \(P_i\) and \(A_i\) are the forecast and actual values respectively, and \(n\) is the number of periods being compared.

The value of \(U\) must lie between zero and one. \(U = 0\) means that all forecasts are perfect, and \(U = 1\) that all forecasts are incorrect. Thus, according to this interpretation the model which gives the least value to the U statistic is preferred.

Both levels and changes were used to compute the U statistic for GSP, TPI and TEMP and the results are presented in Table 8.11. From figures presented in Table 8.11, it can be seen that for all the three series used, the values of the computed U statistic from the REMM are smallest in all cases when the forecast and actual levels were used and, with the only exception of the TEMP series, they were also the smallest when forecast and actual changes were used. From these results we conclude that the REMM for Tasmania performed better than the two intrinsic models when used in forecasting.

\(^{11}\) See H. Theil [57].
Table 8.11

Comparison of Forecast Results from REMM, IM₁ and IM₂ for the Period
1967-68 to 1971-72

<table>
<thead>
<tr>
<th>Series Used</th>
<th>Model</th>
<th>(a)</th>
<th>(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSP</td>
<td>REMM</td>
<td>.0091</td>
<td>.0797</td>
</tr>
<tr>
<td></td>
<td>IM₁</td>
<td>.0135</td>
<td>.0199</td>
</tr>
<tr>
<td></td>
<td>IM₂</td>
<td>.0289</td>
<td>.0208</td>
</tr>
<tr>
<td>TPI</td>
<td>REMM</td>
<td>.0066</td>
<td>.05667</td>
</tr>
<tr>
<td></td>
<td>IM₁</td>
<td>.0147</td>
<td>.7931</td>
</tr>
<tr>
<td></td>
<td>IM₂</td>
<td>.0357</td>
<td>.0167</td>
</tr>
<tr>
<td>TEMP</td>
<td>REMM</td>
<td>.0050</td>
<td>.2257</td>
</tr>
<tr>
<td></td>
<td>IM₁</td>
<td>.0101</td>
<td>.1404</td>
</tr>
<tr>
<td></td>
<td>IM₂</td>
<td>.0055</td>
<td>.0119</td>
</tr>
</tbody>
</table>

(a) \( U_1 \) is \( U \) computed from forecast and actual levels.
(b) \( U_2 \) is computed from forecast and actual changes.
9.1 Summary and Conclusions

The main purpose of this study was to develop regional econometric models for Tasmania. It was realized at an early stage that not every type of existing REM could be developed at present for Tasmania due to such restrictions on the study as the short time span of the project, lack of data, and so on. Because of these restrictions, only the feasible types of REM were considered for further development, and subsequently a REMM and two REBM were constructed for Tasmania.

The first stage of the study comprised the classification of REM and their uses and an attempt to determine which types of REM were suitable for which uses. This was done in Chapter Two. The main conclusions that emerged from Chapter Two were the following. REBM are used mainly in short-run multiplier analyses and therefore have important policy implications, but they are not useful for forecasting nor for planning. REMM are useful for forecasting but are not suitable for either of the other two uses. Both RSAM and RPFM are useful for forecasting and policy analysis but not for planning, with the former type much stronger in policy analysis than the latter type. Finally, RIOM are useful in all three applications; they are particularly strong in planning but less so in forecasting.

A small sample of twelve existing REM was then selected from the literature and a general account of these was given in Chapter Three. This sample of existing REM which was taken to represent
all the types of REM that could conceivably be developed in Tasmania, was classified into the five types distinguished in Chapter Two.

The next step was to select from the possible types of REM that subset which could conceivably be constructed for Tasmania. To this end a feasibility study was undertaken in which the following procedure was adopted. First, a prototype of each type of REM was selected from the sample of REM discussed in Chapter Three and its data requirements determined. Second, these data requirements were compared with the available Tasmanian statistics. Third, a conclusion was made as to whether the construction of a REM of the type in question for Tasmania was feasible at the present time. This feasibility study was presented in Chapter Four and the conclusion that emerged was that, of the five types of REM distinguished in Chapter Two, only the first two (i.e. REBM and REMM) were feasible for Tasmania. The rest of the study was then devoted to the construction of a model of each of these two feasible types. But before this was begun we digressed to prepare a series for Tasmania's Gross State Product. This was the subject of Chapter Five.

Our series for GSP in Tasmania was estimated from the income side. Thus GSP was estimated as the sum of Tasmanian labour income from current production and Tasmanian entrepreneurial income. The former component was obtained by adding the published estimates of wage-income and income of unincorporated enterprises while the latter was estimated by allocating to the State a share of the Australian entrepreneurial income on the basis of the former component.
An attempt to sub-divide total GSP into its industrial components was unsuccessful because of the lack of published information on the industry distribution of the components of Tasmania's labour income from current production, for the sample period 1948-49 to 1971-72. An attempt to obtain constant-price estimates of Tasmanian GSP was also made using the Australian price indices.

We then returned to the main path of the study and proceeded to construct the two feasible types of REM for Tasmania. The construction of a REM for Tasmania was undertaken in Chapter Six. This consisted of three regression equations, one for each of the three Tasmanian aggregates (gross state product GSP, total personal income TPI and total employment TEMP).

In each of these three equations the independent variables were chosen by stepwise regression procedure from a set of eighteen potentially relevant Australian, and some overseas-sector economic indicators. For GSP, the independent variables chosen were MGFPRD and NINCUK (see Table 6.2 in Chapter Six for notation), for TPI, the independent variable chosen was PCONSP, and for TEMP, the independent variables chosen were AUSEMP and EXPORT. The distributed-lag patterns of the chosen independent variables were then studied for each equation by means of two sets of distributed-lag experiments. Set (A) in which Geometrically-Declining Weights were assumed was preferred to set (B) in which Almon Weights were employed and three regression equations from set (A) were finally chosen to comprise our Tasmanian REM. The empirical work of Chapter Six was feasible only because of the estimations of GSP undertaken in Chapter Five.
The construction of two REBM (one short-run and one long-run) was undertaken in Chapter Seven. Both models were formulated from economic base theory and were estimated for the sample period 1948-49 to 1970-71. The short-run REBM was estimated from Tasmanian employment data with the main objective of producing estimates of the employment multiplier for Tasmania. Such an attempt failed when the estimated model contradicted the economic base hypothesis by producing the wrong (negative) signs for the regression coefficients. Thus no employment multiplier for Tasmania was computed. On the other hand, the long-run REBM was successful in this respect by producing the right (positive) signs for the coefficients and income multipliers ranging from 3.73 to 3.8 were computed. These values were consistent with those obtained in other regional studies. The main reason for constructing the long-run REBM, however, was to study the relationship between the growth of the Tasmanian economy in relation to the growth in its exogenous sector. The main conclusion derived from the estimated long-run REBM was that Tasmania was growing at a faster rate than its exogenous sector in the sample period. Estimates of the marginal propensity to consume locally (i.e. in Tasmania) were also obtained from the long-run REBM, the values found ranging from .65 to .74. Accordingly, it was concluded that for every extra dollar increase in total Tasmanian personal income, about 65 cents to 74 cents were spent on goods and services produced in Tasmania.

In Chapter Eight, the forecasting performance of the REMM presented in Chapter Six was evaluated by comparing forecasts produced from this model for the five-year period, 1967-68 to 1971-72, with
those produced for the same period by two "intrinsic" models (IM\textsubscript{1} and IM\textsubscript{2}). The measure of forecast accuracy employed in the evaluation process was Theil's U statistic. The main conclusion that emerged was that the REMM constructed for Tasmania performed better than the two intrinsic models.

9.2 Some Reflections on Regional Model-Building

A great deal can be learned in the process of constructing regional econometric models for Tasmania. Perhaps the most important lesson to be learned is the need for a flexible research strategy. A sophisticated model (e.g. RSAM, RIOM) may produce much useful information about the regional economy under study but the cost and the effort involved in constructing such a model will often be prohibited. On the other hand, a simple model (e.g. REBM, REMM) may not produce a great deal of information but may be the only one which is feasible in terms of data requirement, time requirement and so on. A sensible strategy is to proceed from the simple models to the more sophisticated as the latter become feasible. This seems to have been the strategy adopted by the research team in the University of Hawaii. In their project, a number of econometric models were constructed for Hawaii as part of a wider planning programme. The first model to appear was an economic base model in 1963. Then research designed to produce a set of regional income and product accounts was undertaken and this eventually led to the appearance of a simple RPFM in 1970. A more comprehensive RSAM is now under way.

2. See L. C. Chau [10].
In regional model-building, the model finally constructed is often quite different from the one on which work originally started. Among other things, the paucity of regional data is often the factor which determined the final outcome of a model-building process. One thing which is certain, however, is that until better data sources are available, regional econometric models will continue to be simple. Too few regional economic variables have been measured on a regular basis and for time periods of too short a duration to admit to any other possibility.
APPENDIX

DATA TABLES AND STATISTICAL SOURCES
### Worksheet for Computing Gross State Product by the Income-Approach, 1953-54 to 1969-70 (bn.)

<table>
<thead>
<tr>
<th>Year</th>
<th>Australian Figures:</th>
<th>Tasmanian Figures:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1. Wages, Salaries and Supplements</td>
<td>6. Wages, Salaries and Supplements</td>
</tr>
<tr>
<td></td>
<td>3. = (1) + (2)</td>
<td>8. = (6) + (7)</td>
</tr>
<tr>
<td></td>
<td>5. Entrepreneurial Income = (4) - (3)</td>
<td>10. Cross State Product at Factor Cost = (8) + (9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11. Proportion of Labour Income from current production to Gross State Product in percentage = (10) × 100</td>
</tr>
</tbody>
</table>

#### Australian Figures:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wages, Salaries and Supplements</td>
<td>4512</td>
<td>4937</td>
<td>5409</td>
<td>6211</td>
<td>6977</td>
<td>7516</td>
<td>7741</td>
<td>8170</td>
<td>8886</td>
<td>9932</td>
<td>10699</td>
<td>11674</td>
<td>12696</td>
<td>14046</td>
<td>15763</td>
<td></td>
</tr>
<tr>
<td>Cross Operating Surplus of Unincorporated Enterprises</td>
<td>2147</td>
<td>2178</td>
<td>2311</td>
<td>2540</td>
<td>2663</td>
<td>2758</td>
<td>2717</td>
<td>2938</td>
<td>3394</td>
<td>3531</td>
<td>3366</td>
<td>3884</td>
<td>3549</td>
<td>4191</td>
<td>4226</td>
<td></td>
</tr>
<tr>
<td>= (1) + (2)</td>
<td>6659</td>
<td>7115</td>
<td>7720</td>
<td>8751</td>
<td>10274</td>
<td>10458</td>
<td>11108</td>
<td>12280</td>
<td>14065</td>
<td>15558</td>
<td>16245</td>
<td>18237</td>
<td>19989</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gross National Product at Factor Cost</td>
<td>8109</td>
<td>8744</td>
<td>9482</td>
<td>11105</td>
<td>12348</td>
<td>13130</td>
<td>13494</td>
<td>14572</td>
<td>16194</td>
<td>17784</td>
<td>18539</td>
<td>20476</td>
<td>21787</td>
<td>24467</td>
<td>27047</td>
<td></td>
</tr>
<tr>
<td>Entrepreneurial Income = (4) - (3)</td>
<td>1450</td>
<td>1629</td>
<td>1762</td>
<td>2354</td>
<td>2708</td>
<td>2856</td>
<td>3036</td>
<td>3464</td>
<td>3914</td>
<td>4321</td>
<td>4474</td>
<td>4918</td>
<td>5542</td>
<td>6230</td>
<td>7058</td>
<td></td>
</tr>
</tbody>
</table>

#### Tasmanian Figures:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wages, Salaries and Supplements</td>
<td>141</td>
<td>150</td>
<td>164</td>
<td>187</td>
<td>207</td>
<td>218</td>
<td>230</td>
<td>236</td>
<td>256</td>
<td>277</td>
<td>302</td>
<td>335</td>
<td>362</td>
<td>389</td>
<td>434</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income of Unincorporated Enterprises</td>
<td>54</td>
<td>54</td>
<td>59</td>
<td>58</td>
<td>61</td>
<td>59</td>
<td>62</td>
<td>63</td>
<td>69</td>
<td>78</td>
<td>72</td>
<td>80</td>
<td>67</td>
<td>81</td>
<td>82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>= (6) + (7)</td>
<td>195</td>
<td>204</td>
<td>223</td>
<td>245</td>
<td>268</td>
<td>277</td>
<td>292</td>
<td>299</td>
<td>325</td>
<td>355</td>
<td>374</td>
<td>415</td>
<td>429</td>
<td>470</td>
<td>516</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entrepreneurial Income = (9) - (3)</td>
<td>43</td>
<td>47</td>
<td>51</td>
<td>66</td>
<td>75</td>
<td>77</td>
<td>84</td>
<td>91</td>
<td>104</td>
<td>114</td>
<td>119</td>
<td>131</td>
<td>146</td>
<td>160</td>
<td>182</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross State Product at Factor Cost = (8) + (9)</td>
<td>238</td>
<td>251</td>
<td>274</td>
<td>311</td>
<td>343</td>
<td>354</td>
<td>376</td>
<td>390</td>
<td>429</td>
<td>469</td>
<td>493</td>
<td>546</td>
<td>575</td>
<td>630</td>
<td>698</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportion of Labour Income from current production to Gross State Product in percentage = (10) × 100</td>
<td>82%</td>
<td>81%</td>
<td>81.5%</td>
<td>78%</td>
<td>78%</td>
<td>77.5%</td>
<td>76.6%</td>
<td>75.6%</td>
<td>76%</td>
<td>76%</td>
<td>75%</td>
<td>74.5%</td>
<td>74%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Appendix Table A5.2

**Gross State Product, by Major Industry Groups, at Current Prices ($m.)**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Production</td>
<td>46.3</td>
<td>45.7</td>
<td>45.8</td>
<td>49.0</td>
<td>58.0</td>
<td>55.0</td>
<td>50.5</td>
</tr>
<tr>
<td>Mining and Quarrying</td>
<td>6.4</td>
<td>6.6</td>
<td>6.5</td>
<td>6.4</td>
<td>7.5</td>
<td>15.5</td>
<td>9.3</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>100.0</td>
<td>101.4</td>
<td>106.0</td>
<td>112.0</td>
<td>121.0</td>
<td>115.0</td>
<td>141.0</td>
</tr>
<tr>
<td>Electricity, Gas and Water Supply</td>
<td>10.7</td>
<td>11.2</td>
<td>12.7</td>
<td>13.7</td>
<td>14.7</td>
<td>41.3</td>
<td>17.2</td>
</tr>
<tr>
<td>Building and Construction</td>
<td>26.2</td>
<td>27.5</td>
<td>29.2</td>
<td>30.2</td>
<td>32.8</td>
<td>19.9</td>
<td>42.0</td>
</tr>
<tr>
<td>Transport and Communication</td>
<td>27.2</td>
<td>28.5</td>
<td>30.0</td>
<td>30.5</td>
<td>34.2</td>
<td>43.0</td>
<td>40.5</td>
</tr>
<tr>
<td>Commerce</td>
<td>51.7</td>
<td>52.7</td>
<td>56.5</td>
<td>57.5</td>
<td>61.0</td>
<td>68.0</td>
<td>69.5</td>
</tr>
<tr>
<td>Public Administration (n.e.i.) and Defence</td>
<td>12.5</td>
<td>12.3</td>
<td>13.7</td>
<td>13.4</td>
<td>14.4</td>
<td>46.0</td>
<td>18.2</td>
</tr>
<tr>
<td>Community and Business Services (including professional)</td>
<td>24.1</td>
<td>26.3</td>
<td>29.1</td>
<td>30.4</td>
<td>33.3</td>
<td>22.6</td>
<td>41.7</td>
</tr>
<tr>
<td>Finance and Property</td>
<td>11.2</td>
<td>12.1</td>
<td>13.1</td>
<td>13.2</td>
<td>13.9</td>
<td>16.1</td>
<td>17.0</td>
</tr>
<tr>
<td>All Other Industries</td>
<td>13.6</td>
<td>14.1</td>
<td>15.2</td>
<td>15.3</td>
<td>16.3</td>
<td>14.5</td>
<td>19.8</td>
</tr>
<tr>
<td>Ownership of Dwellings</td>
<td>9</td>
<td>8</td>
<td>10</td>
<td>10</td>
<td>11</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>339</td>
<td>346</td>
<td>368</td>
<td>382</td>
<td>418</td>
<td>467</td>
<td>477</td>
</tr>
<tr>
<td>----------------------------------------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>Primary Production</td>
<td>46.3</td>
<td>48.0</td>
<td>49.6</td>
<td>57.7</td>
<td>71.8</td>
<td>69.7</td>
<td>55.5</td>
</tr>
<tr>
<td>Mining and Quarrying</td>
<td>6.4</td>
<td>7.2</td>
<td>7.3</td>
<td>7.7</td>
<td>9.8</td>
<td>19.8</td>
<td>13.6</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>100.0</td>
<td>109.0</td>
<td>113.5</td>
<td>130.0</td>
<td>152.0</td>
<td>158.0</td>
<td>200.0</td>
</tr>
<tr>
<td>Electricity, Gas and Water Supply</td>
<td>10.7</td>
<td>11.7</td>
<td>13.6</td>
<td>16.5</td>
<td>19.3</td>
<td>58.5</td>
<td>26.0</td>
</tr>
<tr>
<td>Building and Construction</td>
<td>26.2</td>
<td>28.8</td>
<td>29.8</td>
<td>33.2</td>
<td>39.4</td>
<td>26.9</td>
<td>59.0</td>
</tr>
<tr>
<td>Transport and Communication</td>
<td>27.2</td>
<td>29.5</td>
<td>30.8</td>
<td>33.4</td>
<td>40.5</td>
<td>54.0</td>
<td>50.7</td>
</tr>
<tr>
<td>Commerce</td>
<td>51.7</td>
<td>54.5</td>
<td>60.5</td>
<td>66.4</td>
<td>75.5</td>
<td>90.7</td>
<td>93.0</td>
</tr>
<tr>
<td>Public Administration (n.e.i.) and Defence</td>
<td>12.5</td>
<td>12.2</td>
<td>14.3</td>
<td>13.8</td>
<td>15.2</td>
<td>49.5</td>
<td>21.8</td>
</tr>
<tr>
<td>Community and Business Services (including professional)</td>
<td>24.1</td>
<td>27.6</td>
<td>31.7</td>
<td>34.4</td>
<td>38.5</td>
<td>27.2</td>
<td>53.7</td>
</tr>
<tr>
<td>Finance and Property</td>
<td>11.2</td>
<td>12.5</td>
<td>13.9</td>
<td>14.5</td>
<td>15.9</td>
<td>20.1</td>
<td>22.3</td>
</tr>
<tr>
<td>All Other Industries</td>
<td>13.6</td>
<td>14.2</td>
<td>15.3</td>
<td>16.0</td>
<td>18.3</td>
<td>17.0</td>
<td>23.4</td>
</tr>
<tr>
<td>Ownership of Dwellings</td>
<td>9.0</td>
<td>8.4</td>
<td>10.9</td>
<td>11.3</td>
<td>12.9</td>
<td>12.3</td>
<td>12.8</td>
</tr>
<tr>
<td>Total</td>
<td>339</td>
<td>364</td>
<td>391</td>
<td>435</td>
<td>509</td>
<td>604</td>
<td>632</td>
</tr>
<tr>
<td>---------------------------------------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>Primary Production</td>
<td>1000</td>
<td>1050</td>
<td>1085</td>
<td>1178</td>
<td>1238</td>
<td>1268</td>
<td>1100</td>
</tr>
<tr>
<td>Mining and Quarrying</td>
<td>1000</td>
<td>1094</td>
<td>1131</td>
<td>1205</td>
<td>1303</td>
<td>1279</td>
<td>1463</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>1000</td>
<td>1075</td>
<td>1072</td>
<td>1168</td>
<td>1256</td>
<td>1377</td>
<td>1424</td>
</tr>
<tr>
<td>Electricity, Gas and Water Supply</td>
<td>1000</td>
<td>1050</td>
<td>1069</td>
<td>1206</td>
<td>1311</td>
<td>1417</td>
<td>1512</td>
</tr>
<tr>
<td>Building and Construction</td>
<td>1000</td>
<td>1051</td>
<td>1020</td>
<td>1100</td>
<td>1206</td>
<td>1353</td>
<td>1405</td>
</tr>
<tr>
<td>Transport and Communication</td>
<td>1000</td>
<td>1038</td>
<td>1028</td>
<td>1095</td>
<td>1185</td>
<td>1256</td>
<td>1255</td>
</tr>
<tr>
<td>Commerce</td>
<td>1000</td>
<td>1035</td>
<td>1071</td>
<td>1155</td>
<td>1242</td>
<td>1337</td>
<td>1338</td>
</tr>
<tr>
<td>Public Administration (n.e.i.) and Defence</td>
<td>1000</td>
<td>990</td>
<td>1044</td>
<td>1036</td>
<td>1056</td>
<td>1076</td>
<td>1197</td>
</tr>
<tr>
<td>Community and Business Services (including professional)</td>
<td>1000</td>
<td>1050</td>
<td>1090</td>
<td>1130</td>
<td>1156</td>
<td>1207</td>
<td>1287</td>
</tr>
<tr>
<td>Finance and Property</td>
<td>1000</td>
<td>1036</td>
<td>1067</td>
<td>1096</td>
<td>1141</td>
<td>1251</td>
<td>1309</td>
</tr>
<tr>
<td>All Other Industries</td>
<td>1000</td>
<td>1007</td>
<td>1008</td>
<td>1049</td>
<td>1124</td>
<td>1174</td>
<td>1184</td>
</tr>
<tr>
<td>Ownership of Dwellings</td>
<td>1000</td>
<td>1047</td>
<td>1093</td>
<td>1125</td>
<td>1178</td>
<td>1228</td>
<td>1275</td>
</tr>
<tr>
<td>Total</td>
<td>1000</td>
<td>1050</td>
<td>1066</td>
<td>1142</td>
<td>1218</td>
<td>1304</td>
<td>1320</td>
</tr>
<tr>
<td>---------------------------------------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>Primary Production</td>
<td>44.5</td>
<td>44.0</td>
<td>44.3</td>
<td>47.0</td>
<td>55.5</td>
<td>52.8</td>
<td>49.0</td>
</tr>
<tr>
<td>Mining and Quarrying</td>
<td>4.2</td>
<td>4.3</td>
<td>4.3</td>
<td>4.2</td>
<td>4.4</td>
<td>9.3</td>
<td>5.4</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>70.5</td>
<td>72.5</td>
<td>75.5</td>
<td>78.0</td>
<td>83.0</td>
<td>80.1</td>
<td>99.0</td>
</tr>
<tr>
<td>Electricity, Gas and Water Supply</td>
<td>4.5</td>
<td>4.7</td>
<td>5.3</td>
<td>5.2</td>
<td>5.5</td>
<td>15.7</td>
<td>6.5</td>
</tr>
<tr>
<td>Building and Construction</td>
<td>24.8</td>
<td>26.0</td>
<td>27.4</td>
<td>28.3</td>
<td>30.8</td>
<td>18.5</td>
<td>38.8</td>
</tr>
<tr>
<td>Transport and Communication</td>
<td>22.4</td>
<td>23.0</td>
<td>24.3</td>
<td>23.9</td>
<td>26.3</td>
<td>32.5</td>
<td>30.8</td>
</tr>
<tr>
<td>Commerce</td>
<td>40.0</td>
<td>41.8</td>
<td>44.3</td>
<td>44.2</td>
<td>46.0</td>
<td>51.0</td>
<td>54.0</td>
</tr>
<tr>
<td>Public Administration (n.e.i.) and Defence</td>
<td>12.5</td>
<td>12.3</td>
<td>13.7</td>
<td>13.4</td>
<td>14.4</td>
<td>46.0</td>
<td>18.2</td>
</tr>
<tr>
<td>Community and Business Services (including professional)</td>
<td>23.8</td>
<td>26.0</td>
<td>28.8</td>
<td>29.9</td>
<td>32.8</td>
<td>22.2</td>
<td>41.0</td>
</tr>
<tr>
<td>Finance and Property</td>
<td>9.2</td>
<td>9.8</td>
<td>10.5</td>
<td>10.7</td>
<td>11.5</td>
<td>13.3</td>
<td>14.0</td>
</tr>
<tr>
<td>All Other Industries</td>
<td>12.1</td>
<td>12.5</td>
<td>13.3</td>
<td>13.4</td>
<td>14.3</td>
<td>12.6</td>
<td>17.2</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>268</strong></td>
<td><strong>277</strong></td>
<td><strong>292</strong></td>
<td><strong>299</strong></td>
<td><strong>325</strong></td>
<td><strong>355</strong></td>
<td><strong>374</strong></td>
</tr>
</tbody>
</table>
Source to Appendix Tables, Chapter Five

**Australian Series**

1. Wages, Salaries and Supplements from *Australian National Accounts* (CBCS, Canberra)

2. Gross Operating Surplus of Unincorporated Enterprises from *Australian National Accounts* (CBCS, Canberra)

3. Gross National Product at Factor Cost from *Australian National Accounts* (CBCS, Canberra)


5. Industry Distributions of Series 1, 2, and 3 from *Australian National Accounts* (CBCS, Canberra)

**Tasmanian Series**

1. Wages, Salaries and Supplements from *Australian National Accounts* (CBCS, Canberra)

2. Income of Unincorporated Enterprises from *Australian National Accounts* (CBCS, Canberra)

# APPENDIX AC.

## Data Table

<table>
<thead>
<tr>
<th>Year</th>
<th>GSP (Sm.)</th>
<th>GPI (Sm.)</th>
<th>(Thous.)</th>
<th>(Thous.)</th>
<th>(persons)</th>
<th>(Sm.)</th>
<th>(Sm.)</th>
<th>(Sm.)</th>
<th>(Sm.)</th>
<th>(Sm.)</th>
<th>(Sm.)</th>
<th>(Sm.)</th>
<th>(Sm.)</th>
<th>(Sm.)</th>
<th>(Sm.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1948-49</td>
<td>86</td>
<td>99</td>
<td>76</td>
<td>2441</td>
<td>1573</td>
<td>4319</td>
<td>1003</td>
<td>3481</td>
<td>992</td>
<td>1057</td>
<td>37</td>
<td>3001</td>
<td>354</td>
<td>145</td>
<td></td>
</tr>
<tr>
<td>1949-50</td>
<td>106</td>
<td>121</td>
<td>78</td>
<td>2554</td>
<td>13057</td>
<td>5093</td>
<td>1125</td>
<td>3976</td>
<td>1055</td>
<td>1142</td>
<td>72</td>
<td>3457</td>
<td>426</td>
<td>190</td>
<td></td>
</tr>
<tr>
<td>1950-51</td>
<td>147</td>
<td>163</td>
<td>81</td>
<td>2653</td>
<td>604</td>
<td>6767</td>
<td>1399</td>
<td>4935</td>
<td>1011</td>
<td>1118</td>
<td>114</td>
<td>4209</td>
<td>588</td>
<td>272</td>
<td></td>
</tr>
<tr>
<td>1951-52</td>
<td>166</td>
<td>186</td>
<td>82</td>
<td>2602</td>
<td>8294</td>
<td>7260</td>
<td>1720</td>
<td>6033</td>
<td>949</td>
<td>1080</td>
<td>384</td>
<td>5017</td>
<td>806</td>
<td>345</td>
<td></td>
</tr>
<tr>
<td>1952-53</td>
<td>186</td>
<td>209</td>
<td>83</td>
<td>2598</td>
<td>25914</td>
<td>8233</td>
<td>1915</td>
<td>6690</td>
<td>1153</td>
<td>1211</td>
<td>-256</td>
<td>5326</td>
<td>929</td>
<td>363</td>
<td></td>
</tr>
<tr>
<td>1953-54</td>
<td>222</td>
<td>214</td>
<td>85</td>
<td>2705</td>
<td>6083</td>
<td>9000</td>
<td>2205</td>
<td>7477</td>
<td>1153</td>
<td>1245</td>
<td>66</td>
<td>5849</td>
<td>878</td>
<td>381</td>
<td></td>
</tr>
<tr>
<td>1954-55</td>
<td>246</td>
<td>235</td>
<td>88</td>
<td>2803</td>
<td>2679</td>
<td>9588</td>
<td>2390</td>
<td>8160</td>
<td>1207</td>
<td>1283</td>
<td>173</td>
<td>6362</td>
<td>941</td>
<td>420</td>
<td></td>
</tr>
<tr>
<td>1955-56</td>
<td>280</td>
<td>268</td>
<td>90</td>
<td>2872</td>
<td>7003</td>
<td>10388</td>
<td>2620</td>
<td>8906</td>
<td>1225</td>
<td>1417</td>
<td>208</td>
<td>6839</td>
<td>1049</td>
<td>436</td>
<td></td>
</tr>
<tr>
<td>1956-57</td>
<td>291</td>
<td>276</td>
<td>93</td>
<td>3005</td>
<td>27258</td>
<td>12425</td>
<td>3205</td>
<td>10862</td>
<td>1501</td>
<td>1591</td>
<td>277</td>
<td>8069</td>
<td>1233</td>
<td>550</td>
<td></td>
</tr>
<tr>
<td>1957-58</td>
<td>296</td>
<td>283</td>
<td>92</td>
<td>3127</td>
<td>16541</td>
<td>13686</td>
<td>3585</td>
<td>12060</td>
<td>1426</td>
<td>1680</td>
<td>152</td>
<td>8853</td>
<td>1323</td>
<td>620</td>
<td></td>
</tr>
<tr>
<td>1958-59</td>
<td>300</td>
<td>287</td>
<td>94</td>
<td>3214</td>
<td>46324</td>
<td>14881</td>
<td>3787</td>
<td>13261</td>
<td>1498</td>
<td>1699</td>
<td>-218</td>
<td>9676</td>
<td>1543</td>
<td>603</td>
<td></td>
</tr>
<tr>
<td>1959-60</td>
<td>326</td>
<td>322</td>
<td>97</td>
<td>3315</td>
<td>38188</td>
<td>16071</td>
<td>4151</td>
<td>14269</td>
<td>1622</td>
<td>1673</td>
<td>260</td>
<td>10366</td>
<td>1652</td>
<td>663</td>
<td></td>
</tr>
<tr>
<td>1960-61</td>
<td>344</td>
<td>377</td>
<td>98</td>
<td>3461</td>
<td>18129</td>
<td>17802</td>
<td>4513</td>
<td>16000</td>
<td>1683</td>
<td>1785</td>
<td>125</td>
<td>11177</td>
<td>1804</td>
<td>773</td>
<td></td>
</tr>
<tr>
<td>1961-62</td>
<td>364</td>
<td>356</td>
<td>99</td>
<td>3604</td>
<td>12656</td>
<td>19672</td>
<td>5042</td>
<td>17379</td>
<td>1715</td>
<td>1784</td>
<td>569</td>
<td>12080</td>
<td>2066</td>
<td>917</td>
<td></td>
</tr>
<tr>
<td>1962-63</td>
<td>381</td>
<td>368</td>
<td>100</td>
<td>3705</td>
<td>15818</td>
<td>16071</td>
<td>4151</td>
<td>14269</td>
<td>1622</td>
<td>1673</td>
<td>260</td>
<td>10366</td>
<td>1652</td>
<td>663</td>
<td></td>
</tr>
<tr>
<td>1963-64</td>
<td>415</td>
<td>400</td>
<td>105</td>
<td>3904</td>
<td>19058</td>
<td>20497</td>
<td>5246</td>
<td>18587</td>
<td>1663</td>
<td>1663</td>
<td>117</td>
<td>12818</td>
<td>2408</td>
<td>911</td>
<td></td>
</tr>
<tr>
<td>1964-65</td>
<td>451</td>
<td>436</td>
<td>107</td>
<td>4005</td>
<td>23394</td>
<td>22535</td>
<td>5644</td>
<td>20177</td>
<td>1591</td>
<td>1762</td>
<td>360</td>
<td>13791</td>
<td>2727</td>
<td>991</td>
<td></td>
</tr>
<tr>
<td>1965-66</td>
<td>473</td>
<td>457</td>
<td>115</td>
<td>4122</td>
<td>25910</td>
<td>24951</td>
<td>6756</td>
<td>24618</td>
<td>1749</td>
<td>1948</td>
<td>668</td>
<td>16161</td>
<td>3364</td>
<td>1299</td>
<td></td>
</tr>
<tr>
<td>1966-67</td>
<td>527</td>
<td>506</td>
<td>119</td>
<td>4202</td>
<td>23394</td>
<td>22535</td>
<td>5644</td>
<td>20177</td>
<td>1591</td>
<td>1762</td>
<td>360</td>
<td>13791</td>
<td>2727</td>
<td>991</td>
<td></td>
</tr>
<tr>
<td>1967-68</td>
<td>547</td>
<td>524</td>
<td>122</td>
<td>4303</td>
<td>21275</td>
<td>24032</td>
<td>6126</td>
<td>22194</td>
<td>1691</td>
<td>1770</td>
<td>128</td>
<td>15009</td>
<td>3082</td>
<td>1112</td>
<td></td>
</tr>
<tr>
<td>1968-69</td>
<td>600</td>
<td>573</td>
<td>125</td>
<td>4472</td>
<td>15910</td>
<td>26951</td>
<td>6756</td>
<td>24618</td>
<td>1749</td>
<td>1948</td>
<td>668</td>
<td>16161</td>
<td>3364</td>
<td>1299</td>
<td></td>
</tr>
<tr>
<td>1969-70</td>
<td>662</td>
<td>629</td>
<td>128</td>
<td>4640</td>
<td>30433</td>
<td>29764</td>
<td>7401</td>
<td>27582</td>
<td>1909</td>
<td>2036</td>
<td>495</td>
<td>17702</td>
<td>3677</td>
<td>1490</td>
<td></td>
</tr>
<tr>
<td>1970-71</td>
<td>717</td>
<td>695</td>
<td>130</td>
<td>4878</td>
<td>19184</td>
<td>32702</td>
<td>8053</td>
<td>30698</td>
<td>2022</td>
<td>1952</td>
<td>445</td>
<td>19419</td>
<td>4258</td>
<td>1535</td>
<td></td>
</tr>
<tr>
<td>1971-72</td>
<td>775</td>
<td>770</td>
<td>130</td>
<td>5107</td>
<td>41581</td>
<td>36002</td>
<td>8866</td>
<td>33793</td>
<td>2270</td>
<td>1916</td>
<td>-111</td>
<td>21325</td>
<td>4831</td>
<td>1749</td>
<td></td>
</tr>
<tr>
<td></td>
<td>855</td>
<td>820</td>
<td>130</td>
<td>5407</td>
<td>41581</td>
<td>36002</td>
<td>8866</td>
<td>33793</td>
<td>2270</td>
<td>1916</td>
<td>-111</td>
<td>21325</td>
<td>4831</td>
<td>1749</td>
<td></td>
</tr>
</tbody>
</table>
Source to Appendix Data Table A6.

GSP from Chapter Five.
TPI from *Australian National Accounts* (CBCS, Canberra).
TEMP from *Employment and Unemployment* (CBCS, Canberra).
AUUSEMP from *Employment and Unemployment* (CBCS, Canberra).
UNEMPL from *Employment and Unemployment* (CBCS, Canberra).
GDP from *Australian National Accounts* (CBCS, Canberra).
MGFFPRD from *Australian National Accounts* (CBCS, Canberra).
GNFFPRD from *Australian National Accounts* (CBCS, Canberra).
METFFRD from *Primary Industries* (CBCS, Hobart).
WOLFFRD from *Primary Industries* (CBCS, Hobart).
Δ Stock from *Australian National Accounts* (CBCS, Canberra).
PCONSP from *Australian National Accounts* (CBCS, Canberra).
GCONSP from *Australian National Accounts* (CBCS, Canberra).
INVDWL from *Australian National Accounts* (CBCS, Canberra).
INVOFFTH from *Australian National Accounts* (CBCS, Canberra).
INVGOT from *Australian National Accounts* (CBCS, Canberra).
PIDXUK from *Quarterly Summary of Statistics* (CBCS, Canberra).
NINCUK from *Quarterly Summary of Statistics* (CBCS, Canberra).
EXPORT from *Australian National Accounts* (CBCS, Canberra).
IMPORT from *Australian National Accounts* (CBCS, Canberra).
AUSPIN from *Australian National Accounts* (CBCS, Canberra).
### Appendix Table A7.1

**Location Quotients for Tasmanian Industries (On Civilian Male Employment Basis)**

<table>
<thead>
<tr>
<th>Year</th>
<th>Forestry, Fishing and Trapping</th>
<th>Mining and Quarrying</th>
<th>Electricity, Gas and Water</th>
<th>Building and Construction</th>
<th>Transport and Communication</th>
<th>Property and Finance</th>
<th>Commerce</th>
<th>Public Authority (n.e.i.)</th>
<th>Community and Business Services</th>
<th>Amusements, Hotels etc.</th>
<th>Manufacturing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1948-49</td>
<td>2.35</td>
<td>1.75</td>
<td>1.56</td>
<td>1.53</td>
<td>1.56</td>
<td>.88</td>
<td>.80</td>
<td>.94</td>
<td>1.04</td>
<td>1.02</td>
<td>.81</td>
</tr>
<tr>
<td>1949-50</td>
<td>2.37</td>
<td>1.67</td>
<td>1.53</td>
<td>1.53</td>
<td>1.54</td>
<td>.92</td>
<td>.82</td>
<td>.92</td>
<td>1.15</td>
<td>1.10</td>
<td>.80</td>
</tr>
<tr>
<td>1950-51</td>
<td>2.41</td>
<td>1.56</td>
<td>1.54</td>
<td>1.73</td>
<td>1.56</td>
<td>.92</td>
<td>.77</td>
<td>.92</td>
<td>1.14</td>
<td>1.10</td>
<td>.77</td>
</tr>
<tr>
<td>1951-52</td>
<td>2.46</td>
<td>1.57</td>
<td>1.54</td>
<td>1.73</td>
<td>1.57</td>
<td>.92</td>
<td>.77</td>
<td>.92</td>
<td>1.14</td>
<td>1.10</td>
<td>.77</td>
</tr>
<tr>
<td>1952-53</td>
<td>2.50</td>
<td>1.72</td>
<td>1.57</td>
<td>1.60</td>
<td>1.57</td>
<td>.96</td>
<td>.81</td>
<td>.94</td>
<td>1.20</td>
<td>1.11</td>
<td>.76</td>
</tr>
<tr>
<td>1953-54</td>
<td>2.65</td>
<td>1.62</td>
<td>1.57</td>
<td>1.60</td>
<td>1.53</td>
<td>.96</td>
<td>.78</td>
<td>.94</td>
<td>1.22</td>
<td>1.11</td>
<td>.76</td>
</tr>
<tr>
<td>1954-55</td>
<td>2.62</td>
<td>1.65</td>
<td>1.57</td>
<td>1.60</td>
<td>1.52</td>
<td>.99</td>
<td>.78</td>
<td>.94</td>
<td>1.22</td>
<td>1.11</td>
<td>.76</td>
</tr>
<tr>
<td>1955-56</td>
<td>2.52</td>
<td>1.69</td>
<td>1.57</td>
<td>1.57</td>
<td>2.54</td>
<td>1.37</td>
<td>.98</td>
<td>.95</td>
<td>1.21</td>
<td>1.12</td>
<td>.80</td>
</tr>
<tr>
<td>1956-57</td>
<td>2.54</td>
<td>1.76</td>
<td>1.52</td>
<td>1.57</td>
<td>2.54</td>
<td>1.46</td>
<td>.97</td>
<td>.95</td>
<td>1.15</td>
<td>1.10</td>
<td>.80</td>
</tr>
<tr>
<td>1957-58</td>
<td>2.58</td>
<td>1.71</td>
<td>1.42</td>
<td>1.57</td>
<td>2.65</td>
<td>1.42</td>
<td>.98</td>
<td>.91</td>
<td>1.18</td>
<td>1.09</td>
<td>.82</td>
</tr>
<tr>
<td>1958-59</td>
<td>2.65</td>
<td>1.75</td>
<td>1.35</td>
<td>1.60</td>
<td>2.61</td>
<td>1.35</td>
<td>.98</td>
<td>.90</td>
<td>1.16</td>
<td>1.07</td>
<td>.85</td>
</tr>
<tr>
<td>1959-60</td>
<td>2.61</td>
<td>1.86</td>
<td>1.35</td>
<td>1.60</td>
<td>2.61</td>
<td>1.35</td>
<td>.98</td>
<td>.90</td>
<td>1.16</td>
<td>1.07</td>
<td>.85</td>
</tr>
<tr>
<td>1960-61</td>
<td>2.53</td>
<td>2.13</td>
<td>1.16</td>
<td>1.11</td>
<td>2.53</td>
<td>1.11</td>
<td>.90</td>
<td>1.04</td>
<td>1.24</td>
<td>.96</td>
<td>.77</td>
</tr>
<tr>
<td>1961-62</td>
<td>2.75</td>
<td>2.12</td>
<td>1.17</td>
<td>1.09</td>
<td>2.75</td>
<td>1.12</td>
<td>.87</td>
<td>1.06</td>
<td>1.28</td>
<td>1.00</td>
<td>.74</td>
</tr>
<tr>
<td>1962-63</td>
<td>2.44</td>
<td>2.01</td>
<td>1.14</td>
<td>1.09</td>
<td>2.44</td>
<td>1.14</td>
<td>.86</td>
<td>1.06</td>
<td>1.28</td>
<td>1.00</td>
<td>.74</td>
</tr>
<tr>
<td>1963-64</td>
<td>2.40</td>
<td>2.01</td>
<td>1.14</td>
<td>1.09</td>
<td>2.40</td>
<td>1.14</td>
<td>.86</td>
<td>1.03</td>
<td>1.25</td>
<td>1.00</td>
<td>.74</td>
</tr>
<tr>
<td>1964-65</td>
<td>2.38</td>
<td>2.21</td>
<td>1.11</td>
<td>1.09</td>
<td>2.38</td>
<td>1.11</td>
<td>.86</td>
<td>1.02</td>
<td>1.25</td>
<td>1.00</td>
<td>.74</td>
</tr>
<tr>
<td>1965-66</td>
<td>2.38</td>
<td>2.21</td>
<td>1.11</td>
<td>1.09</td>
<td>2.38</td>
<td>1.11</td>
<td>.86</td>
<td>1.02</td>
<td>1.25</td>
<td>1.00</td>
<td>.74</td>
</tr>
<tr>
<td>1966-67</td>
<td>2.38</td>
<td>2.21</td>
<td>1.11</td>
<td>1.09</td>
<td>2.38</td>
<td>1.11</td>
<td>.86</td>
<td>1.02</td>
<td>1.25</td>
<td>1.00</td>
<td>.74</td>
</tr>
<tr>
<td>1967-68</td>
<td>2.38</td>
<td>2.21</td>
<td>1.11</td>
<td>1.09</td>
<td>2.38</td>
<td>1.11</td>
<td>.86</td>
<td>1.02</td>
<td>1.25</td>
<td>1.00</td>
<td>.74</td>
</tr>
<tr>
<td>1968-69</td>
<td>2.38</td>
<td>2.21</td>
<td>1.11</td>
<td>1.09</td>
<td>2.38</td>
<td>1.11</td>
<td>.86</td>
<td>1.02</td>
<td>1.25</td>
<td>1.00</td>
<td>.74</td>
</tr>
<tr>
<td>1969-70</td>
<td>2.38</td>
<td>2.21</td>
<td>1.11</td>
<td>1.09</td>
<td>2.38</td>
<td>1.11</td>
<td>.86</td>
<td>1.02</td>
<td>1.25</td>
<td>1.00</td>
<td>.74</td>
</tr>
<tr>
<td>1970-71</td>
<td>2.38</td>
<td>2.21</td>
<td>1.11</td>
<td>1.09</td>
<td>2.38</td>
<td>1.11</td>
<td>.86</td>
<td>1.02</td>
<td>1.25</td>
<td>1.00</td>
<td>.74</td>
</tr>
</tbody>
</table>

* Due to the reclassification of Tasmanian industry groups, location quotients for Electricity, Gas and Water, and for Amusements, Hotels, etc., cannot be computed for years before 1960-61.
Appendix Table A7.2
Basic and Nonbasic Tasmanian Employment (Civilian Males),
By Industry Groups, 1948-49 to 1970-71 (Thousands)

<table>
<thead>
<tr>
<th>Year</th>
<th>Forestry, Fishing, Trapping</th>
<th>Mining and Quarrying</th>
<th>Manufacturing (C)</th>
<th>Electricity, gas, water</th>
<th>Building and Construction</th>
<th>Transport and Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(A) Basic</td>
<td>(B) Non-Basic</td>
<td>(A) Basic</td>
<td>(B) Non-Basic</td>
<td>(A) Basic</td>
<td>(B) Non-Basic</td>
</tr>
<tr>
<td>1948-49</td>
<td>1.21 .89</td>
<td>2.1</td>
<td>1.16 1.54</td>
<td>2.7</td>
<td>4.6 13.3</td>
<td>9.9 8.0</td>
</tr>
<tr>
<td>1949-50</td>
<td>1.21 .89</td>
<td>2.1</td>
<td>1.12 1.68</td>
<td>2.8</td>
<td>4.7 13.6</td>
<td>10.1 8.2</td>
</tr>
<tr>
<td>1950-51</td>
<td>1.23 .87</td>
<td>2.1</td>
<td>.97 1.73</td>
<td>2.7</td>
<td>4.7 13.7</td>
<td>10.2 8.2</td>
</tr>
<tr>
<td>1951-52</td>
<td>1.25 .85</td>
<td>2.1</td>
<td>1.05 1.85</td>
<td>2.9</td>
<td>4.7 13.6</td>
<td>10.1 8.2</td>
</tr>
<tr>
<td>1952-53</td>
<td>1.26 .84</td>
<td>.1</td>
<td>1.34 1.86</td>
<td>3.2</td>
<td>4.7 13.7</td>
<td>10.2 8.2</td>
</tr>
<tr>
<td>1953-54</td>
<td>1.37 .83</td>
<td>2.1</td>
<td>1.14 1.86</td>
<td>3.0</td>
<td>4.9 14.4</td>
<td>10.7 8.6</td>
</tr>
<tr>
<td>1954-55</td>
<td>1.36 .84</td>
<td>2.2</td>
<td>1.19 1.81</td>
<td>3.0</td>
<td>5.0 14.7</td>
<td>10.9 8.8</td>
</tr>
<tr>
<td>1955-56</td>
<td>1.25 .85</td>
<td>2.2</td>
<td>1.23 1.77</td>
<td>3.0</td>
<td>5.3 15.6</td>
<td>11.5 9.4</td>
</tr>
<tr>
<td>1956-57</td>
<td>1.21 .89</td>
<td>2.1</td>
<td>1.34 1.76</td>
<td>3.1</td>
<td>5.3 15.8</td>
<td>11.6 9.5</td>
</tr>
<tr>
<td>1957-58</td>
<td>1.29 .81</td>
<td>2.0</td>
<td>1.16 1.64</td>
<td>2.8</td>
<td>5.7 16.7</td>
<td>12.4 10.0</td>
</tr>
<tr>
<td>1958-59</td>
<td>1.31 .70</td>
<td>2.1</td>
<td>1.16 1.54</td>
<td>2.7</td>
<td>5.8 16.9</td>
<td>12.5 10.2</td>
</tr>
<tr>
<td>1959-60</td>
<td>1.35 .73</td>
<td>2.1</td>
<td>1.34 1.56</td>
<td>2.9</td>
<td>6.2 18.2</td>
<td>13.5 10.9</td>
</tr>
<tr>
<td>1960-61</td>
<td>.38 .42</td>
<td>2.1</td>
<td>1.84 1.56</td>
<td>3.4</td>
<td>5.7 16.8</td>
<td>12.4 10.1</td>
</tr>
<tr>
<td>1961-62</td>
<td>.58 .42</td>
<td>.8</td>
<td>1.83 1.47</td>
<td>3.3</td>
<td>5.8 17.2</td>
<td>12.7 10.3</td>
</tr>
<tr>
<td>1962-63</td>
<td>.58 .42</td>
<td>1.0</td>
<td>1.75 1.45</td>
<td>3.2</td>
<td>6.0 17.5</td>
<td>13.0 10.5</td>
</tr>
<tr>
<td>1963-64</td>
<td>.61 .39</td>
<td>1.0</td>
<td>1.64 1.46</td>
<td>3.1</td>
<td>6.1 18.0</td>
<td>13.3 10.8</td>
</tr>
<tr>
<td>1964-65</td>
<td>.70 .40</td>
<td>1.0</td>
<td>1.63 1.47</td>
<td>3.1</td>
<td>6.2 18.2</td>
<td>13.5 10.9</td>
</tr>
<tr>
<td>1965-66</td>
<td>.59 .41</td>
<td>1.1</td>
<td>1.61 1.59</td>
<td>3.2</td>
<td>6.7 19.5</td>
<td>14.5 11.7</td>
</tr>
<tr>
<td>1966-67</td>
<td>.58 .42</td>
<td>1.0</td>
<td>1.66 1.64</td>
<td>3.3</td>
<td>6.9 20.0</td>
<td>14.8 12.1</td>
</tr>
<tr>
<td>1967-68</td>
<td>.54 .46</td>
<td>1.0</td>
<td>2.18 1.72</td>
<td>3.9</td>
<td>7.0 20.4</td>
<td>15.1 12.3</td>
</tr>
<tr>
<td>1968-69</td>
<td>.56 .44</td>
<td>1.0</td>
<td>2.37 1.83</td>
<td>4.2</td>
<td>7.1 20.7</td>
<td>15.3 12.5</td>
</tr>
<tr>
<td>1969-70</td>
<td>.56 .44</td>
<td>1.0</td>
<td>2.40 2.0</td>
<td>4.4</td>
<td>7.2 21.1</td>
<td>15.6 12.7</td>
</tr>
<tr>
<td>1970-71</td>
<td>.58 .42</td>
<td>1.0</td>
<td>2.72 2.08</td>
<td>4.4</td>
<td>7.2 21.0</td>
<td>15.6 12.6</td>
</tr>
</tbody>
</table>

(Continued)
Appendix Table A7.2

<table>
<thead>
<tr>
<th>YEAR</th>
<th>Property and Commerce</th>
<th>Public Authority (n.e.i.)</th>
<th>Community and Finance</th>
<th>Amusements, Hotels etc.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(A)</td>
<td>(B)</td>
<td>(A)</td>
<td>(B)</td>
</tr>
<tr>
<td>1948-49</td>
<td>1.3</td>
<td>-</td>
<td>1.3</td>
<td>-</td>
</tr>
<tr>
<td>1949-50</td>
<td>1.3</td>
<td>-</td>
<td>1.3</td>
<td>-</td>
</tr>
<tr>
<td>1950-51</td>
<td>1.4</td>
<td>-</td>
<td>1.4</td>
<td>-</td>
</tr>
<tr>
<td>1951-52</td>
<td>1.4</td>
<td>-</td>
<td>1.4</td>
<td>-</td>
</tr>
<tr>
<td>1952-53</td>
<td>1.4</td>
<td>-</td>
<td>1.4</td>
<td>-</td>
</tr>
<tr>
<td>1953-54</td>
<td>1.4</td>
<td>-</td>
<td>1.4</td>
<td>-</td>
</tr>
<tr>
<td>1954-55</td>
<td>1.5</td>
<td>-</td>
<td>1.5</td>
<td>-</td>
</tr>
<tr>
<td>1955-56</td>
<td>1.5</td>
<td>-</td>
<td>1.5</td>
<td>-</td>
</tr>
<tr>
<td>1956-57</td>
<td>1.6</td>
<td>-</td>
<td>1.6</td>
<td>-</td>
</tr>
<tr>
<td>1957-58</td>
<td>1.6</td>
<td>-</td>
<td>1.6</td>
<td>-</td>
</tr>
<tr>
<td>1958-59</td>
<td>1.6</td>
<td>-</td>
<td>1.6</td>
<td>-</td>
</tr>
<tr>
<td>1959-60</td>
<td>1.7</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>1960-61</td>
<td>1.7</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>1961-62</td>
<td>1.7</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>1962-63</td>
<td>1.7</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>1963-64</td>
<td>1.7</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>1964-65</td>
<td>1.7</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>1965-66</td>
<td>1.7</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>1966-67</td>
<td>1.7</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>1967-68</td>
<td>1.7</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>1968-69</td>
<td>1.7</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>1969-70</td>
<td>1.7</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
</tr>
</tbody>
</table>

Explanatory Notes to Appendix Table A7.2:

(A) Estimates derived by pro-rata method.
(B) Estimates derived by all-or-nothing method.
(C) A 5-year average basic/nonbasic ratio is used to divide total manufacturing employment into the basic and the nonbasic portions.
### Appendix Table A7.1


<table>
<thead>
<tr>
<th>Year</th>
<th>Primary Production</th>
<th>Mining and Qua(xing</th>
<th>Manufacturing</th>
<th>Electricity, Gas and Water</th>
<th>Building and Construction</th>
<th>Transport and Communication</th>
<th>Property and Finance</th>
<th>Commerce</th>
</tr>
</thead>
<tbody>
<tr>
<td>1948-49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1949-50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1950-51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1951-52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1952-53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1953-54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1954-55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1955-56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1956-57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1957-58</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1958-59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1959-60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1960-61</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1961-62</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1962-63</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1963-64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1964-65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1965-66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1966-67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1967-68</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1968-69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1969-70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970-71</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Estimates for Tasmanian industry wages and salaries for the period 1948-49 to 1970-71 were computed from the 1964-65 Tasmanian industry distribution of wages and salaries supplied directly by the Bureau. Location Quotients are taken from Appendix Table A7.1.

(Continued)
### Appendix Table A7.3 (Continued)

<table>
<thead>
<tr>
<th>Year</th>
<th>Public Authority (n.e.i.)</th>
<th>Community and Business Services</th>
<th>Amusements and Hotels etc.</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(A)</td>
<td>(B)</td>
<td>(A)</td>
<td>(B)</td>
</tr>
<tr>
<td>Non-Basic</td>
<td>Basic</td>
<td>Non-Basic</td>
<td>Basic</td>
<td>Non-Basic</td>
</tr>
<tr>
<td>1948-49</td>
<td>-10.3</td>
<td>-10.3</td>
<td>-3.6</td>
<td>-3.6</td>
</tr>
<tr>
<td>1949-50</td>
<td>-12.1</td>
<td>-12.1</td>
<td>-4.3</td>
<td>-4.3</td>
</tr>
<tr>
<td>1950-51</td>
<td>-12.4</td>
<td>-14.9</td>
<td>-5.3</td>
<td>-5.3</td>
</tr>
<tr>
<td>1951-52</td>
<td>-16.2</td>
<td>-19.4</td>
<td>-6.9</td>
<td>-6.9</td>
</tr>
<tr>
<td>1952-53</td>
<td>-18.2</td>
<td>-21.8</td>
<td>-7.7</td>
<td>-7.7</td>
</tr>
<tr>
<td>1953-54</td>
<td>-19.5</td>
<td>-23.4</td>
<td>-8.3</td>
<td>-8.3</td>
</tr>
<tr>
<td>1954-55</td>
<td>-20.8</td>
<td>-24.9</td>
<td>-8.8</td>
<td>-8.8</td>
</tr>
<tr>
<td>1955-56</td>
<td>-22.7</td>
<td>-27.2</td>
<td>-9.6</td>
<td>-9.6</td>
</tr>
<tr>
<td>1956-57</td>
<td>-24.3</td>
<td>-29.2</td>
<td>-10.3</td>
<td>-10.3</td>
</tr>
<tr>
<td>1957-58</td>
<td>-25.0</td>
<td>-30.0</td>
<td>-10.6</td>
<td>-10.6</td>
</tr>
<tr>
<td>1958-59</td>
<td>-25.8</td>
<td>-31.0</td>
<td>-10.9</td>
<td>-10.9</td>
</tr>
<tr>
<td>1959-60</td>
<td>-28.3</td>
<td>-34.0</td>
<td>-12.0</td>
<td>-12.0</td>
</tr>
<tr>
<td>1960-61</td>
<td>-29.8</td>
<td>-35.8</td>
<td>-12.7</td>
<td>-12.7</td>
</tr>
<tr>
<td>1961-62</td>
<td>-31.3</td>
<td>-37.6</td>
<td>-13.3</td>
<td>-13.3</td>
</tr>
<tr>
<td>1962-63</td>
<td>-32.3</td>
<td>-38.8</td>
<td>-13.7</td>
<td>-13.7</td>
</tr>
<tr>
<td>1963-64</td>
<td>-35.0</td>
<td>-42.0</td>
<td>-14.9</td>
<td>-14.9</td>
</tr>
<tr>
<td>1964-65</td>
<td>-38.0</td>
<td>-45.6</td>
<td>-16.1</td>
<td>-16.1</td>
</tr>
<tr>
<td>1965-66</td>
<td>-49.7</td>
<td>-49.7</td>
<td>-17.6</td>
<td>-17.6</td>
</tr>
<tr>
<td>1966-67</td>
<td>-54.7</td>
<td>-54.7</td>
<td>-19.3</td>
<td>-19.3</td>
</tr>
<tr>
<td>1967-68</td>
<td>-59.0</td>
<td>-59.0</td>
<td>-20.9</td>
<td>-20.9</td>
</tr>
<tr>
<td>1968-69</td>
<td>-64.0</td>
<td>-64.0</td>
<td>-22.6</td>
<td>-22.6</td>
</tr>
<tr>
<td>1969-70</td>
<td>-72.0</td>
<td>-72.0</td>
<td>-25.4</td>
<td>-25.4</td>
</tr>
<tr>
<td>1970-71</td>
<td>-80.5</td>
<td>-80.5</td>
<td>-28.5</td>
<td>-28.5</td>
</tr>
</tbody>
</table>

**Explanatory Notes to Appendix Table A7.3:**

(A) Estimates derived by the pro-rata method.

(B) Estimates derived by the all-or-nothing method.

(C) A 5-year average basic/nonbasic ratio is used to divide wages and salaries in manufacturing industries into the basic and the nonbasic portions.
Appendix Table A7.4

Time Series used in Chapter Seven

<table>
<thead>
<tr>
<th>Year</th>
<th>P</th>
<th>E_1</th>
<th>Y_1</th>
<th>E_2</th>
<th>Y_2</th>
<th>A_1-(P+E_1)</th>
<th>A_2-(P+E_2)</th>
<th>a_1*(p+E_1)</th>
<th>a_2*(p+E_2)</th>
<th>Y_p</th>
</tr>
</thead>
<tbody>
<tr>
<td>1948-49</td>
<td>15</td>
<td>27.8</td>
<td>56.2</td>
<td>19.0</td>
<td>65.0</td>
<td>42.8</td>
<td>34.0</td>
<td>161</td>
<td>128</td>
<td>211</td>
</tr>
<tr>
<td>1949-50</td>
<td>12</td>
<td>37.7</td>
<td>71.3</td>
<td>27.2</td>
<td>81.8</td>
<td>49.7</td>
<td>39.2</td>
<td>182</td>
<td>143</td>
<td>260</td>
</tr>
<tr>
<td>1950-51</td>
<td>14</td>
<td>73.3</td>
<td>75.7</td>
<td>47.7</td>
<td>101.3</td>
<td>87.3</td>
<td>61.7</td>
<td>308</td>
<td>218</td>
<td>267</td>
</tr>
<tr>
<td>1951-52</td>
<td>16</td>
<td>79.0</td>
<td>93.0</td>
<td>45.8</td>
<td>126.2</td>
<td>95.0</td>
<td>61.8</td>
<td>324</td>
<td>210</td>
<td>317</td>
</tr>
<tr>
<td>1952-53</td>
<td>18</td>
<td>87.5</td>
<td>104.5</td>
<td>51.0</td>
<td>141.0</td>
<td>105.5</td>
<td>69.0</td>
<td>348</td>
<td>228</td>
<td>345</td>
</tr>
<tr>
<td>1953-54</td>
<td>25</td>
<td>83.6</td>
<td>105.4</td>
<td>43.8</td>
<td>145.2</td>
<td>108.6</td>
<td>68.8</td>
<td>350</td>
<td>222</td>
<td>340</td>
</tr>
<tr>
<td>1954-55</td>
<td>27</td>
<td>94.6</td>
<td>113.4</td>
<td>52.2</td>
<td>155.8</td>
<td>121.6</td>
<td>79.2</td>
<td>388</td>
<td>253</td>
<td>362</td>
</tr>
<tr>
<td>1955-56</td>
<td>30</td>
<td>111.7</td>
<td>125.3</td>
<td>64.4</td>
<td>172.6</td>
<td>141.7</td>
<td>94.4</td>
<td>446</td>
<td>297</td>
<td>395</td>
</tr>
<tr>
<td>1956-57</td>
<td>31</td>
<td>108.9</td>
<td>135.1</td>
<td>58.7</td>
<td>185.3</td>
<td>139.9</td>
<td>89.7</td>
<td>430</td>
<td>276</td>
<td>415</td>
</tr>
<tr>
<td>1957-58</td>
<td>37</td>
<td>109.0</td>
<td>137.0</td>
<td>57.6</td>
<td>188.4</td>
<td>146.0</td>
<td>94.6</td>
<td>440</td>
<td>285</td>
<td>413</td>
</tr>
<tr>
<td>1958-59</td>
<td>39</td>
<td>106.6</td>
<td>141.4</td>
<td>53.7</td>
<td>194.3</td>
<td>145.6</td>
<td>92.7</td>
<td>430</td>
<td>273</td>
<td>417</td>
</tr>
<tr>
<td>1959-60</td>
<td>41</td>
<td>118.5</td>
<td>156.5</td>
<td>60.2</td>
<td>214.8</td>
<td>159.5</td>
<td>101.2</td>
<td>464</td>
<td>294</td>
<td>455</td>
</tr>
<tr>
<td>1960-61</td>
<td>46</td>
<td>109.0</td>
<td>174.0</td>
<td>54.3</td>
<td>228.7</td>
<td>155.0</td>
<td>100.3</td>
<td>443</td>
<td>286</td>
<td>498</td>
</tr>
<tr>
<td>1961-62</td>
<td>48</td>
<td>114.3</td>
<td>181.3</td>
<td>60.0</td>
<td>236.0</td>
<td>162.3</td>
<td>108.0</td>
<td>458</td>
<td>306</td>
<td>513</td>
</tr>
<tr>
<td>1962-63</td>
<td>51</td>
<td>120.0</td>
<td>186.0</td>
<td>64.6</td>
<td>241.4</td>
<td>171.0</td>
<td>115.6</td>
<td>477</td>
<td>323</td>
<td>520</td>
</tr>
<tr>
<td>1963-64</td>
<td>56</td>
<td>131.6</td>
<td>201.4</td>
<td>72.1</td>
<td>260.9</td>
<td>187.6</td>
<td>128.1</td>
<td>516</td>
<td>352</td>
<td>553</td>
</tr>
<tr>
<td>1964-65</td>
<td>60</td>
<td>144.9</td>
<td>216.1</td>
<td>79.5</td>
<td>281.5</td>
<td>204.9</td>
<td>139.5</td>
<td>560</td>
<td>381</td>
<td>590</td>
</tr>
<tr>
<td>1965-66</td>
<td>64</td>
<td>99.0</td>
<td>282.0</td>
<td>69.7</td>
<td>311.3</td>
<td>163.0</td>
<td>232.7</td>
<td>440</td>
<td>361</td>
<td>760</td>
</tr>
<tr>
<td>1966-67</td>
<td>68</td>
<td>125.2</td>
<td>296.8</td>
<td>77.6</td>
<td>344.4</td>
<td>193.2</td>
<td>146.5</td>
<td>517</td>
<td>390</td>
<td>795</td>
</tr>
<tr>
<td>1967-68</td>
<td>75</td>
<td>100.6</td>
<td>323.4</td>
<td>65.5</td>
<td>368.5</td>
<td>175.6</td>
<td>140.5</td>
<td>465</td>
<td>373</td>
<td>856</td>
</tr>
<tr>
<td>1968-69</td>
<td>80</td>
<td>110.2</td>
<td>363.8</td>
<td>74.0</td>
<td>400.0</td>
<td>190.2</td>
<td>154.0</td>
<td>497</td>
<td>402</td>
<td>950</td>
</tr>
<tr>
<td>1969-70</td>
<td>91</td>
<td>288.7</td>
<td>399.3</td>
<td>87.6</td>
<td>440.4</td>
<td>219.7</td>
<td>178.6</td>
<td>567</td>
<td>460</td>
<td>1030</td>
</tr>
<tr>
<td>1970-71</td>
<td>99</td>
<td>138.0</td>
<td>444.0</td>
<td>89.5</td>
<td>492.5</td>
<td>237.0</td>
<td>188.5</td>
<td>606</td>
<td>494</td>
<td>1140</td>
</tr>
</tbody>
</table>

Explanatory Notes to Appendix Table A7.4:

P - Components of personal income in Tasmania, consisting of "cash benefits from public authority" and "all other income".

E - Earned income in export industries, consisting of "unincorporated farm income" and "total basic wages and salaries" from Appendix Table A7.3.

Y - Endogenous income, consisting of "unincorporated non-farm proprietors' income", "dwelling rents", and "total nonbasic wages and salaries".

Variables with subscripts 1 and 2 refer to estimates derived by the all-or-nothing method and by the pro-rata method respectively.

p, e_1, e_2, etc., are per capita variables of the corresponding P, E_1, E_2, etc.

ENB - total nonbasic Tasmanian employment (civilian males).

EB - total basic Tasmanian employment (civilian males).

Y_p - total personal income received in Tasmania.
Appendix Table A7.5

Location Quotients for Tasmanian Manufacturing Industries, by Class, 1961-62 to 1965-66*

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.13</td>
<td>1.27</td>
<td>1.23</td>
<td>1.21</td>
<td>1.16</td>
</tr>
<tr>
<td>2</td>
<td>.62</td>
<td>.60</td>
<td>.59</td>
<td>.57</td>
<td>.56</td>
</tr>
<tr>
<td>3</td>
<td>.72</td>
<td>.72</td>
<td>.70</td>
<td>.76</td>
<td>.71</td>
</tr>
<tr>
<td>4</td>
<td>.75</td>
<td>.74</td>
<td>.73</td>
<td>.72</td>
<td>.72</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>1.70</td>
<td>1.69</td>
<td>1.78</td>
<td>1.96</td>
<td>1.97</td>
</tr>
<tr>
<td>7</td>
<td>.31</td>
<td>.30</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>.29</td>
<td>.25</td>
<td>.24</td>
<td>.28</td>
<td>.24</td>
</tr>
<tr>
<td>9</td>
<td>1.45</td>
<td>1.48</td>
<td>1.42</td>
<td>1.40</td>
<td>1.40</td>
</tr>
<tr>
<td>10</td>
<td>2.35</td>
<td>2.46</td>
<td>2.58</td>
<td>2.58</td>
<td>2.63</td>
</tr>
<tr>
<td>11</td>
<td>.69</td>
<td>.88</td>
<td>.84</td>
<td>.83</td>
<td>.79</td>
</tr>
<tr>
<td>12</td>
<td>2.13</td>
<td>2.20</td>
<td>2.26</td>
<td>2.18</td>
<td>2.16</td>
</tr>
<tr>
<td>13</td>
<td>.22</td>
<td>.20</td>
<td>.18</td>
<td>.19</td>
<td>.18</td>
</tr>
<tr>
<td>14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>.93</td>
<td>.96</td>
<td>.98</td>
<td>.99</td>
<td>.96</td>
</tr>
</tbody>
</table>

* On employment basis.
I. Books


II. Achievements, Conference Papers, etc.


